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Encoding Spectral and Spatial Context Information
for Hyperspectral Image Classification

Xin Sun , Member, IEEE, Fei Zhou, Junyu Dong Member, IEEE, Feng Gao , Quanquan Mu, and Xinhua Wang

Abstract— Hyperspectral image (HSI) classification is a
popular yet challenging research topic in the remote sensing
community. This letter attempts to encode both spectral and
spatial information into deep features for HSI classification.
We first propose a semisupervised method for training the stacked
autoencoder to obtain discriminative deep features. A batch
training scheme is introduced to constrain the label consistency
on a neighborhood region. Second, a mean pooling procedure
is suggested to further fuse the spectral and local spatial
information for deep feature generation. The experimental results
on two hyperspectral scenes show that the proposed method
achieves promising classification performance.

Index Terms— Hyperspectral image (HSI), pattern classifica-
tion, semisupervised learning, stacked autoencoders (SAE).

I. INTRODUCTION

W ITH the advance of spectroscopy technology, hyper-
spectral sensors can simultaneously acquisit hundreds

of narrowband spectral channels. They can provide rich
spectral information for object recognition tasks. Generally,
pixels of different land-cover materials have different spectral
features. Therefore, many research works employ the spectral
features as powerful and discriminative information for object
detection. However, one crucial problem is that land-cover
materials of the same object can exhibit different spectral
features, such as asphalt, bricks, and shadows. Fig. 1 shows
some examples from the Pavia University (PaviaU) data set.
We can see that the distribution of 103 spectral features for
the same material is quite different in some cases. It can
confuse the classifiers to make the correct decision. Another
important information from the hyperspectral image (HSI) is
the spatial context features. Since pixels of the same scene
in the HSI behave as blocks, the spatial neighbor pixels can
provide supporting information for classification. Compared
with the spectral features, spatial features are extracted at the
contextual region rather than pixel level [4]. Therefore, the
spatial features can be used to distinguish the confused pixels.
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Fig. 1. Distribution of 103 spectral features for some materials. (a) Asphalt.
(b) Bricks. (c) Shadows.

Some research works have already combined the spatial and
spectral features together for classification, and achieved better
performance than using spectral features only [4], [13]. For
example, textures of Gabor filters are used to extract the spatial
information in the first several principal components [5].
Graph cut is also investigated to form spatial information for
HSI classification [11]. Moreover, a semisupervised graph-
based method is utilized to incorporate spatial information
into spectral features. Fauvel et al. [3] introduced morpholog-
ical profiles to extract the spectral–spatial feature. Currently,
spectral–spatial feature extraction has become a popular and
effective way for HSI classification.

HSI classification is still a challenging task [14]. Another
main difficulty comes from the unbalance of the high dimen-
sionality and limited number of labeled data [1]. To solve
the problem, a variety of feature extraction methods have
been introduced to reduce redundant spectral information such
as PCA, ICA [9], manifold [12], and wavelet analysis [8].
Unfortunately, all above methods just bring limited promo-
tion, in some cases even worse than the direct classification
approaches [2]. Deep neural networks (DNNs) have achieved
great success in many domains, especially in pattern recogni-
tion. The superior performance of DNNs comes from the deep
structure which can extract high-level features from original
data [10]. Chen et al. [2] proposed a framework of training
stack autoencoders (SAE) to learn spectral–spatial features.
With the learned features, logistic regression or support vector
machine (SVM) achieved nice performance. However, in their
framework, as the input of SAE is a vector, the image patches
have to be flattened into one dimension, which may lose
the original spatial structure. It needs long time to fine-tune
the whole model according to the accuracy of the classifier.
In contrast, we first propose a semisupervised method for
the autoencoder to learn separable features without the help
of subsequent classifier. The semisupervised training proce-
dure of autoencoder is conducted in a batch learning way,

1545-598X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0003-1870-9037
https://orcid.org/0000-0002-1825-328X


SUN et al.: ENCODING SPECTRAL AND SPATIAL CONTEXT INFORMATION FOR HSI CLASSIFICATION 2251

which enforces the local spatial information into the model.
Moreover, a mean pooling approach is designed to fuse the
spectral and spatial information for feature generation.

This letter is organized as follows. Section II briefly intro-
duces the SAE. In Section III, we present the proposed
method, and Section IV shows the experimental results on
real hyperspectral data sets. In Section V, we summarize this
letter.

II. BRIEF INTRODUCTION OF SAE

Shallow autoencoder is a three-layered network with sym-
metrical structure, which can map input x ∈ Rd to a hidden
representation h ∈ Rk and reconstruct the hidden representa-
tion to obtain a reconstruction close to the input in an unsuper-
vised way. In order to avoid linearity, the nonlinear function
f (·) is applied for mapping, e.g., the sigmoid function. The
process can be described mathematically as follows:

h = f (wh x + bh) (1)

z = f (wzh + bz) (2)

here: wh and bh are weights and bias of the input to hidden
layer, respectively; wz and bz of the hidden to output layer.
To evaluate the performance of the reconstruction from z to x ,
various distance metrics can be implemented, such as mean
squared error (MSE) cross entropy. In this letter, we choose
the MSE as cost function ca (x, z). Our goal is to minimize
the distance, that is

arg min
w,bh,bz

ca(x, z) (3)

where w is called tied weights that means wh = wT
z ; the

minimization process can be achieved via backpropagation and
stochastic gradient descent [5].

Stacked autoencoder (SAE) is the stack of many autoen-
coders by making the last hidden representation as input of
the following one. The greedy strategy is employed to train
the network in layer-wise manner. In this letter, we will also
investigate the reason why SAE can improve the classification
task for HSI, and introduce a semisupervised SAE (Semi-SAE)
method.

III. SEMISUPERVISED SAE FOR SPECTRAL–
SPATIAL CLASSIFICATION

A. Investigation of SAE Deep Features

SAE has the ability to preserve the most important com-
ponents for reconstruction. In this section, we first investigate
the features of SAE in a visualized way, and then propose a
Semi-SAE to improve classification performance.

At first, we want to know how SAE learns deep features.
The autoencoder can be regarded as a nonlinear feature
dimension reduction approach. In order to visualize the SAE
deep features and the intrinsic structure of HSI data, we can set
the number of neurons of the last layer as 2. Fig. 2 shows the
visualization results. We can see that data is mapped to a two
dimension feature space. Meanwhile, in Fig. 2(a)–(c), we can
see that, as the network goes deeper and deeper, the samples
of the same category become much closer to each other.

Fig. 2. Two dimension visualization for deep SAE features. (a) Two layers.
(b) Three layers. (c) Four layers. (d) Two layers of Semi-SAE.

However, samples which are far away from the center or of
complicated distribution will fall into other clusters. This
phenomenon motivates us a simple idea that we can reduce
the scatter of the same labeled samples in feature space in
order to achieve the higher classification accuracy. For the
HSI classification task, we prefer the discriminative feature
more. So we propose a semisupervised SAE method named
Semi-SAE. And Fig. 2(d) shows the 2-Dimension visualized
the results of only two layers of Semi-SAE, where the sam-
ples of the same category exhibit higher clustering tendency.
Section IV will also show the good performance for classi-
fication. In the following section, we will describe how our
Semi-SAE works.

B. Semisupervised SAE

Our goal is to train a deep model for discriminative features
mapping. As the labels of a small number of the samples
are known, we could enforce the partial label information
into the training procedure. To achieve the goal, a new label
consistency constraint, named discriminative error, is proposed
as follows:

cs =
N∑

i, j=1

si j
∥∥h(k)

i − h(k)
j

∥∥2
2 (4)

where N is the size of samples, k is the number of layers,
h is the latent representation, and si j denotes the relationship
between sample i and j . S is the adjacency matrix and each
entry si j is defined as follows:{

si j = 1 yi = y j

si j = 0 yi �= y j
(5)

where y is the label of sample x . To accelerate the training
procedure, we introduce the batch-based training method for
the discriminative ability learning. Another reason for intro-
ducing the batch training is that samples are pixels from HSI.
Therefore, we can send the samples from a small region to the
SAE together in order to better catch the local discriminative
information. We divide the HSI into many overlap small areas
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Fig. 3. Framework of batch-based Semi-SAE training, where xi and x j are
two pixels in HSI, hi and h j are the hidden representation of xi and x j ,
respectively, zi and z j are the reconstruction of xi and x j .

each of which contains n � N neighborhood samples. The
discriminative error for each batch is defined as follows:

cs =
n∑

i, j=1

si j
∥∥h(k)

i − h(k)
j

∥∥2
2. (6)

And cs can be reformed as

cs =
n∑

i, j=1

si j
∥∥h(k)

i − h(k)
j

∥∥2
2 = 2tri(H T L H ) (7)

where H = {hi }n
i=1, L = D − S, D ∈ Rn×n is a diagonal

matrix Di,i = ∑
j si, j .

Then, we combine the discriminative error cs with recon-
struction error ca to form a unified objective function for SAE
optimization. Therefore, we can jointly minimizes the final
objective function cjoint

cjoint = ca + 1

NBatch
· cs (8)

where NBatch is the number of samples in each batch. Fig. 3
shows the framework of our Semi-SAE training. We first use
the deep belief network to initialize the weights of SAE.
As both labeled and unlabeled data are used to train our model,
the method can be regarded as a Semi-SAE.

C. Mean Pooling

Neighborhood pixels can be powerful and discriminative
spatial context information. For example, Chen et al. [2] flatten
the neighbor region into one vector to combine the spatial con-
text information for classification. However, the dimension of
spectrum should be reduced at first in order to avoid the curse
of dimensionality. Besides, it is easy to steal the classifiers
attention from the main pixel to the neighbor pixels, and may
lose the original spatial structure. In this letter, we introduce
a mean pooling way for feature generation procedure. Mean
pooling is a method that takes all the spectral–spatial infor-
mation of a flat neighbor region. Specifically, mean pooling
averages the value of a z × z size neighbor region of every

Fig. 4. Flowchart of spectral–spatial deep features extraction.

TABLE I

CLASSES AND NUMBERS OF PIXELS IN PAVIAU DATA SET

spectral channel into one vector, as shown in Fig. 4. Then
the averaged vector is used as the input of trained Semi-SAE
to generate deep features. Finally, a classifier, e.g., SVM, can
take the deep features for classification.

D. Discussion

This letter tries to extract deep features combining spectral
and spatial information for HSI classification. As commonly
known, spatial context information is the crucial comple-
mentarity for spectral features. The key point is how to
fuse spectral and spatial information effectively. We introduce
two strategies: batch-based semisupervised training and mean
pooling-based feature generation. For HSI data, a sample
is the spectral features of one pixel from the HSI image,
and the samples of one category form dense blocks in the
image. Commonly the misclassified pixels are edges among
different blocks. Besides accelerating the training process,
batch-based semisupervised training can separate the fine-
grained confusing samples. The samples that are located in
a small neighborhood are sent together as batch to train the
Semi-SAE, which makes the Semi-SAE easy to distinguish
the samples from each other. Another problem, as shown
in Fig. 1, is the quite different feature distribution of the same
category. The reason of such phenomena might be that the
material of the same land cover can be different, e.g., bricks.
As mentioned that pixels of same category are distributed as
blocks, mean pooling gives a possible way to smooth the
features of the same block. In Section IV, we will show the
performance of these two strategies, respectively.

IV. EXPERIMENTS

In this section, we mainly used two popular data sets to
verify the effectiveness of the proposed method. The first one
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TABLE II

CLASSES AND NUMBERS OF PIXELS IN INDIAN PINES DATA SET

Fig. 5. Accuracy against different size of pooling region.

is the PaviaU data set with nine different land-cover classes
as shown in Table I, which has 610 × 340 pixels in size and
103 spectral channels ranging from 0.43–0.86 µm. The second
is the Indian Pines data set of 16 different land-cover classes
as shown in Table II, which has 145 × 145 pixels in size
and 200 spectral channels ranging from 0.4–2.5 µm. Both
of the two data sets are divided into two parts, the labeled
and unlabeled. We choose randomly 10% of labeled as the
train data, and the rest labeled samples are used for testing.
Moreover, another commonly used Kennedy Space Center data
set is also employed to analyze the parameter z.

First, we present an experimental analysis on the parame-
ter z of mean pooling. We set z as 2, 3, 4, 5, 6, 7, and 8,
respectively, in order to search the most suitable value of z
for mean pooling. In Fig. 5, we can see that nice overall
accuracies (OA) are achieved on all these data set in the
case of z = 5. The reason includes two folds. The small
size of neighbor region means insufficient spatial information,
whereas the big size may import too much unnecessary
information and noise, which makes the key pixel lose the
dominant role for classification.

We empirically evaluate the performance of our pro-
posed method by comparing with two typical HSI process-
ing and classification methods: extended morphological pro-
files (EMP) [3] and EPF-G [6]. The EMP method builds
extended morphological profiles by using morphology filter
on several principal components, while EPF-G is a joint

TABLE III

CLASSIFICATION RESULTS ON THE PAVIAU DATA SET

Fig. 6. Pseudo-color maps for the results of PaviaU scene. (a) Ground
truth. (b) Semi-SAE* (98.73%). (c) Semi-SAE (93.97%). (e) EMP (95.00%).
(d) SAE (92.08%). (f) EPF-G (93.86%).

spectral–spatial hyperspectral classification method based on
edge-preserving filters. The SAE method is currently pop-
ular for HSI feature extraction, and is also employed in
our proposed method. Thus, it is essential to exhibit the
performance comparison between SAE and our Semi-SAE
method, in order to verify whether the proposed method
can improve the performance of original SAE. In addition,
we use SAE* and our Semi-SAE* denote the methods that
employ mean pooling in the feature generation procedure.
Except edge-preserving filtering-Gaussian kernel (EPF-G), all
the methods are followed by an radial basis function-SVM
classifier (c = 4, g = 4 for PaviaU data set and c = 10,
g = 0.2 for India Pines data set) for classification. Its hyper-
plane parameters have been adjusted via cross validation with
grid.py of libsvm toolkit.

For the experiments on the PaviaU dataset, all of the SAE
have the same structure of three layers (103-128-48), and
Adam [7] is applied to train the networks (1000 epochs
with learning rate 0.003). Table III records the OA (%) and
Kappa coefficients of different methods on PaviaU data set.
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TABLE IV

CLASSIFICATION RESULTS ON THE INDIAN PINES DATA SET

Fig. 7. Pseudo-color maps for the results of Indian Pines scene. (a) Ground
truth. (b) Semi-SAE* (96.42%). (c) Semi-SAE (85.36%). (d) SAE (83.50%).
(e) EMP (89.60%). (f) EPF-G (92.43%).

From the SAE and Semi-SAE columns, we can see that our
semisupervised training method performs better performance
than the original SAE. Moreover the columns Semi-SAE
and Semi-SAE* show that the mean pooling significantly
improves the performance. Obviously, Semi-SAE* achieves
much higher performance than others in most categories and
the best performance on overall accuracy (98.73%) and Kappa
coefficient (98.25).

For illustrative purpose, Fig. 6 shows some of the classifi-
cation pseudo-color maps obtained after applying comparison
methods to PaviaU scene. It can be observed that our method
gives the best delineation of the complex urban structures.

Table IV records the classification accuracies of different
methods on Indian Pines data set. The structure of SAE is
defined as three layers (200-256-60). We can draw a similar
conclusion that our method achieves the best performance.
For example, our Semi-SAE* method performs the best per-
formance with 96.42% in overall accuracy. Compare with
the original SAE, we obtain 1.89% improvement by utilizing
semisupervised method to train our model in PaviaU data set,
and the fact is also true for Indian pines data set. Mean pooling
outperforms both of SAE and Semi-SAE more than 5% overall
accuracy on both of the two data sets. It should be mentioned
that the SAE only has two hidden layers and is not fully trained
with only 1000 epochs. We could further improve the results
by optimizing the network and training procedure.

Fig. 7 shows the classification pseudo-color maps of these
comparison methods on Indian Pines scene.

V. CONCLUSION

In this letter, we investigate why deep features from SAE
improve the performance of classification. Then we try to
extract discriminative deep features by combining both the
spectral and local spatial information for HSI classification.
We achieve the goal by proposing two strategies: batch-
based semisupervised training and mean pooling-based feature
generation. Besides accelerating the training process, batch-
based semisupervised training constrains the label consistency
on a neighborhood region, which makes the networks can fine-
grained separate the confusing samples. The mean pooling
further encodes the spectral and local spatial information for
generating deep features. Our experimental results, conducted
with two widely used hyperspectral scenes, show that our deep
features achieve the best performance for HSI classification.

For the future work, we will further investigate the SAE
deep features and well train the SAE network. Moreover,
the local spatial information can be encoded in a more complex
way. For example, the mean pooling scheme can be designed
in a multiscaled way.
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