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0. Introduction

With the fast development of new IT techniques (e.g. cloud ser-
vice, AI, mobile internet), the past few years have witnessed a
sharp increasing demand for massive data storage, computing
and processing. A large number of data centers have been built
and updated in consequence, resulting in a dramatic rise of power
demand. During the past 10 years, the peak pay load of rack level
has been increased from less than 10 kW to over 30 kW in average
[1]. Meanwhile, due to the widely use of highly integrated chips
(such as CPU and GPU), the peak heat flux of IT equipment also
showed a steep rise to nearly 50 W/cm2 [2], which has been com-
monly seen in high performance commercial blade servers. With
increasingly higher heat flux and more compact layout, hot spot
is no longer a locally over-heating phenomena, but a fetal threat
to the thermal health of entire data center [3,4]. Consequently,
over 40% of annual operating cost has been spent on air-
conditioning [5] and this ratio is expected to exceed 60% in next
five years [5]. Now that thermal management significantly affects
the operational security and cost of data centers, to find a more
effective solution with better energy performance becomes a key
issue for thermal management of future high heat density data
centers [6–8].

Data center thermal management aims to maintain facility tem-
perature and energy cost within a reasonable range, through the
adjustment and optimization of IT payload, facility layout, air flow
pattern, operating mode and cooling configuration. Traditionally,
the fundamental theory of data center thermal analysis contains
heat transfer rules and thermodynamic laws only [9–12]. Based
on which, various numerical and experimental models have been
developed to predict energy flow and temperature distribution
inside data centers, from chip level to room space [13–20]. In state
of the art, most of the models are based on Navier-Stokes equation
for flow computing, coupled with continuity and heat transfer
equations, with different boundary and initial conditions [21–23].
Other models use new evaluating indicator (SHI, RHI, RCI), revised
algorithm (POD, ROM, artificial network method) or advanced data
processing tools to achieve faster calculation, better evaluation of
the overall performance of data center thermal management, fur-
ther optimization on operating parameters, or more accurate fit-
ting of test data [24–26].

Besides of theoretical research, many case studies have been
introduced in data center thermal design and management
[27–30], some of which have succeed to offer guidance to improve
cooling efficiency, reduce hot spot and energy cost with specified
boundary and operating conditions.

Recently, as more urgent needs for cooling energy benefits
emerged, analysis on the availability of outdoor free cooling poten-
tial and maximum energy efficiency becomes focused issues. Con-
sequently, much attention has been paid to thermodynamic based
theories. As typical examples, exergy theory has been widely used
to optimize thermal management and improve data center energy
performance [31–33]. Exergy method gives revised air flow pat-
tern, power plant and payload allocation in data centers, maxi-
mizes the potential of useful work, based on the principle of
least exergy loss/entropy generation.

1. Entransy theory

1.1. Entransy theory introduction

Recent years, Guo et al. [34–41] proposed a new physical quan-
tity called entransy, to represent heat transport potential, by anal-
ogy with electric and gravity field. In electric filed, with the same
potential difference, the more quantity of electricity a body carried,
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Fig. 2. Variation of transported heat, exergy loss, entropy generation and entransy
dissipation with increment of heat transfer ability UA1.
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the more field work occurs, resulting in more loss of potential
energy. By analogy, in temperature field, the heat flux q driven
by temperature difference dT always causes an irreversible dissipa-
tion, representing a kind of potential energy loss. In temperature
field, such loss can be quantified as DJ = q � dT. DJ is defined as
entransy dissipation, which represents the irreversible loss of heat
transport ability. Furthermore, this definition means that, in tem-
perature field, the entransy J can be represented by heat flux q at
temperature T as J = q � T. Thus, the entransy dissipation DJ during
a heat transport process, from initial (q1, T1) to final (q2, T2), can be
quantified as DJ = q1 � T1 � q2 � T2.

For continuous process in temperature field

DJ ¼
Z T2

T1

qðTÞdT ð1-1Þ

Eq. (1-1) offers a new graphical expression for entransy flow
and dissipation, called T-Q chart. Fig. 1 is a T-Q chart representing
a steady state open systemwith heat transport process inside, with
a heat/cold source of constant temperature Th/Tc. Two fluids are
involved, with the inlet and outlet temperature of Tin/To and Tc/Tl
respectively.

For heat transfer process from heat source (Th) to fluid (Tin/To),
according to Eq. (1-1), the corresponding entransy dissipation DJh
is

DJh ¼
Z To

Tin

ðTh � TÞdq ¼
Z To

Tin

ðTh � TÞðcmdTÞ

¼ cmðTo � TinÞ Th � 1
2
ðTo þ TinÞ

� �
¼ qDTmean ð1-2Þ

In Eq. (1-2), cm represents mass and heat capacity flow rate of
the fluid, W/K; q is the total heat removed, W; DTmean refers to
the mean temperature difference between heat source and fluid,
K. DJh is graphically illustrated by the yellow region in T-Q chart
in Fig. 1.

For heat transfer process between two fluids, in which one fluid
is cooled from To to Tin, while the other is heated from Tc to Tl,
according to Eq. (1-1), the corresponding entransy dissipation DJl
is (see Fig. 2)

DJl ¼
Z To�Tl

Tin�Tc

DTdq ¼
Z To�Tl

Tin�Tc

DTdðKFDTÞ

¼ 1
2
KF½ðTo � TlÞ2 � ðTin � TcÞ2� ð1-3Þ

The total transported heat q can be expressed as

q ¼
Z

dq ¼
Z To�Tl

Tin�Tc

KFdðDTÞ ¼ KF½ðTo � TlÞ � ðTin � TcÞ� ð1-4Þ

Bring Eq. (1-4) back to Eq. (1-3), the entransy dissipation DJl is
finally obtained as
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Fig. 1. Solo heat transfer process for verification.
DJl ¼ q
1
2
½ðTo � TlÞ þ ðTin � TcÞ� ¼ qDTmean ð1-5Þ

In Eqs. (1.3)-(1.5), KF represents heat transfer ability for each inte-
grating unit, W/K, which is assumed to be constant during heat
transport. DT is the temperature difference of two fluids for each
integrating unit, K. DJl is illustrated by the green region in T-Q chart
in Fig. 1.

Using the same derivation as Eq. (1-2), the entransy dissipation
between the fluid and cold source DJc can be rewritten as

DJc ¼
Z Tl

Tc

ðT � TcÞðcmdTÞ ¼ cm
Z Tl

Tc

TdT � cmTc

Z Tl

Tc

dT

¼ cmðTl � TcÞ 1
2
ðTl þ TcÞ � Tc

� �
¼ 1

2
qðTl � TcÞ ð1-6Þ

DJc expressed by Eq. (1-6) is represented by the blue region in T-Q
chart in Fig. 3.

Bring Eqs. (1.2), (1.5) and (1.6) into Eq. (1-7) to get the total
entransy dissipation DJ as represented by Eq. (1-8).

DJ ¼ DJh þ DJl þ DJc ð1-7Þ

DJ ¼ q Th � 1
2
ðTo þ TinÞ

� �
þ q

1
2
½ðTo � TlÞ þ ðTin � TcÞ�

þ 1
2
qðTl � TcÞ ¼ qðTh � TcÞ ð1-8Þ

Eq. (1-8) reveals the behavior characteristics of entransy flow
and dissipation for a steady state open system, with at least two
fluids involved.

With Eq. (1-8) and T-Q chart, entransy theory turns a complex
heat transfer system into a simple mathematical field model, with
all thermal behavior quantified by entransy flow and dissipation.
Fig. 3. T-Q chart of entransy flow and dissipation.
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Thus, a new feasible solution for multi-scale data center thermal
management becomes possible, as long as all the typical thermal
behavior for each level is turned into the mathematical model of
entransy flow and entransy dissipation.
Fig. 5. Undesired air mixing in rack level.
1.2. The suitability of entransy theory to heat transfer analysis

Fundamentally, entropy/exergy theory along with the second
law of thermodynamics applies to thermo-power process, which
contains the conversion of heat into power. As to solo heat trans-
port process without any heat-power conversion, such as heat
transport between fluids through heat exchangers, Chen [42] has
proved both the suitability and advantage of entransy theory over
entropy/exergy theory, using a case study of fluid heat exchanging
optimization to compare the heat transfer performance between
entransy/entropy/exergy theory, Li and Tian [43] has attempted
to use entransy dissipation theory to analyze and optimize data
center heat transfer process.

Although former studies have proved the applicability of
entransy dissipation method to the thermal analysis and optimiza-
tion of heat transfer/exchange process, including in data centers.
However, a complete model based on entransy dissipation analysis
for multi-level heat transfer process in data centers has not been
built yet. Consequently, so far the entransy based methods or prin-
ciples which can guide the improvement or offer better measures
for data center thermal management is still in lack, especially for
the quantitative analysis on undesired air mixing, which signifi-
cantly impacts both the thermal and energy performance of data
centers. This is one of the core subjects of our work in this paper.
2. Entransy dissipation model for multi-level heat transfer
process in data centers

2.1. Entransy analysis model of CPU level heat transfer

The heat transfer process between CPU and cooling fluid (air,
water, refrigerants, and so on) can be modeled as a heat source
with constant temperature Tcpu, and a cycle fluid with inlet/exhaust
temperature of Tin/To, as demonstrated by Fig. 4.

The heat flux and average temperature of CPU is assumed to be
constant and represented by Qcpu and Tcpu, respectively. The
entransy dissipation of CPU cooling process equals to the area of
yellow region in T-Q chart in Fig. 1, which can be calculated as

DJcpu ¼ 1
2
Qcpu½ðTcpu � TinÞ þ ðTcpu � ToÞ�

¼ Qcpu Tcpu � 1
2
ðTin þ ToÞ

� �
ð2-1Þ
2.2. Entransy analysis model of rack level heat transfer

As to rack level heat transfer, the undesired air mixing is a
major problem, which increases CPU inlet air temperature, disturbs
Fig. 4. CPU model with air cooling.
cooling distribution or even causes hot spot, demonstrated by
Fig. 5.

Therefore, thermal behavior of rack level is more complex than
CPU level. To quantify the effect of undesired air mixing, entransy
model must be built. To calculate entransy dissipation of multi-air
mixing, the fundamental expression of two air streams mixing
should first be derived.

For steady convective heat transfer process with constant ther-
mal properties and no internal heat source, the energy equation is

r � ðkrTÞ ¼ qcp V
!�rT ð2-2Þ

k represents thermal conductivity, W/(m K); q represents density,

kg/m3; cp represents specific heat, kJ/(kg K); V
!

represents velocity
vector, m/s; T represents thermal temperature, K. Left side of Eq.
(2-2) represents diffusion term caused by heat conduct, and right
side of Eq. (2-2) represents convection term caused by fluid flow.

Multiply both sides of Eq. (2-2) by thermal temperature T to get
Eq. (2-3)

Tr � ðkrTÞ ¼ qcpT V
!�rT ð2-3Þ

Perform deformation on the right side of Eq. (2-1) using vector
operation rule to get Eq. (2-4)

qcp V
!
T � rT ¼ 1

2
qcp V

!�rT2 ¼ 1
2
qcp½r � ðV!T2Þ � T2r � V!� ð2-4Þ

Put mass conservation equation (continuity equation)r � V!¼ 0
into Eq. (2-4) to get Eq. (2-5)

qcp V
!
T � rT ¼ r � 1

2
qcp V

!
T2

� �
ð2-5Þ

Perform deformation on the left side of Eq. (2-1) using vector
operation rule to get Eq. (2-6)

Tr � ðkrTÞ ¼ r � ðTkrTÞ � kðrTÞ2 ð2-6Þ
Put Eqs. (2-5) and (2-6) back into Eq. (2-2) to get Eq. (2-7)

r � 1
2
qcV

!
T2

� �
¼ r � ðTkrTÞ � kðrTÞ2 ð2-7Þ

Define convective entransy flow J
!

v (unit: W K/m2) and con-

ductive entransy flow J
!

t (unit: W K/m2) as follows

J
!

v ¼ 1
2
qcp V

!
T2 ð2-8Þ

J
!

t ¼ T q!t ¼ �TkrT ð2-9Þ
Put Eqs. (2-8) and (2-9) back into Eq. (2-7) to get Eq. (2-10)

r � J
!

v þr � J
!

t ¼ �kðrTÞ2 ð2-10Þ
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Terms on left side of Eq. (2-10) r � J
!

v , r � J
!

t represent the

variation of convective entransy flow J
!

v (unit: W K/m3) and con-

ductive entransy flow J
!

t (unit: W K/m3) carried by fluid respec-

tively. Term on right side of Eq. (2-10) �kðrTÞ2 represents the
quantity of entransy flow lost inside unit volume caused by fluids
temperature discrepency (unit: W K/m3), representing heat trans-
fer ability loss caused by irreversiblities. Eq. (2-10) is the differen-
tial form of entransy conservation equation for convective heat
transfer process with steady state, constant thermal properties
and no internal heat source.

Integrate Eq. (2-10) in space control volume X; get the integral
form of entransy conservation equation for convective heat trans-
fer in finite space volume as Eq. (2-11)Z
X
ðr � J

!
vÞdXþ

Z
X
ðr � J

!
tÞdX ¼

Z
X
ð�kðrTÞ2ÞdX ð2-11Þ

Perform deformation on left terms of Eq. (2-11) using Gauss
Theorem, convert volume integral into surface integral to get Eq.
(2-12)I
S
J
!

v � d S
!þ

I
S
J
!

t � d S
!¼

I
S
J
!

v � n!dSþ
I
S
J
!

t � n!dS

¼
Z
X
ð�kðrTÞ2ÞdX ð2-12Þ

Eq. (2-12) is the differential form of entransy conservation
equation for convective heat transfer process on the surface of
finite space control volume, n! is the normal vector of surface dS
which surrounds the control volume X: For cubic control volume
shown by Fig. 6, all surface normal vectors are parallel to axis of
X, Y, Z directions. In this case, Eq. (2-12) can be represented by
cartesian coordinates as Eq. (2-13)
1
2
qcv Vx;inDYDZT

2
x;in þ Vy;inDXDZT

2
y;in þ Vz;inDXDYT

2
z;in

� �
� Vx;outDYDZT

2
x;out þ Vy;outDXDZT

2
y;out þ Vz;outDXDYT

2
z;out

� �h i
� k Tx;inDYDZ

@T
@X

� �
in

þ Ty;inDXDZ
@T
@Y

� �
in

þ Tz;inDXDY
@T
@Z

� �
in

� �
� Tx;outDYDZ

@T
@X

� �
out
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� �
out
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� �
out

� �� �

¼ k
Z
X
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@X

� �2

þ @T
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� �2
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Fig. 6. Cubic control volume in data center space.
For cubic space control volume shown by Fig. 7, term
H
S J
!

v � dS
on the left side of Eq. (2-13) represents total flux of convective

entransy flow J
!

v through closed surface S, which is the net con-
vective entransy flow into and out of this control volume. TermH
S J
!

t � dS on the left side of Eq. (2-13) represents total flux of con-

ductive entransy flow J
!

t through closed surface S, which is the net
conductive entransy flow into and out of this control volume. Term

�k
R
X ðrTÞ2dX on the right side of Eq. (2-13) represents the differ-

ence of net entransy flow through closed surface S, which equals to
the entransy dissipation of the convective heat transfer process in
this control volume.

Eq. (2-13) indicates that, for heat transfer process in an open
thermal system, fluid that flows into and out of the system com-
plies with energy conservation but has heat transfer ability loss
due to the temperature discrepancy. The time needed for fully mix-
ing determines how fast heat transfer ability is being lost during
the mixing, which is mainly dependent on heat conductivity k.
However, the final temperature of fully mixed fluids and the mix-
ing entransy dissipation are not decided by k only. The tempera-
ture gradient along specific direction also effects the mixing
entransy dissipation significantly, which means airflow organiza-
tion is a feasible approach to minimize the undesired mixing loss.

2.3. Entransy model analysis of room level heat transfer

For a given data center with p CRAC units, n racks and m CPUs
inside each rack, based on Eqs. (1-7), (1-8), the entransy dissipation
in terms of CPU level cooling, rack level air mixing and CRAC level
heat removal are related as Eq. (2-14), in which Jin and Jout repre-
sents the input and output entransy flow, respectively.

DJloss;room ¼ Jin � Jout ¼ DJcpu þ DJmixing þ DJcrac ð2-14Þ

The input entransy flow Jin into the data center is calculated by
each individual heat source (CPU) temperature Tcpu,i and dissipated
heat Qcpu,i inside all racks, as expressed by Eq. (2-15).

Jin ¼
Xn�m

i¼1

Qcpu;iTcpu;i ð2-15Þ
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The output entransy flow Jout out of the data center can be cal-
culated by each individual cold source (CRAC units) temperature
Tcrac,j and dissipated heat Qcrac,j inside the data center room, as
expressed by Eq. (2-16).

Jout ¼
Xp
j¼1

Qcrac;jTcrac;j ð2-16Þ

With energy conservation as

Xn�m

i¼1

Qcpu;i ¼
Xp
j¼1

Qcrac;j ð2-17Þ

When fluid thermal parameter (tempertaure, mass flowrate) is
considered, a more widely used entransy model can be built for
rack level air mixing and CRAC heat removal as follows.

Rack can be modeled as a steady state open thermal system
with n CPUs, inlet and outlet airflows. Assuming the temperature
and mass flowrate for each inlet/outlet airflow is represented by
Ta,in,i/Ta,o,i, CMa,in,i/CMa,o,i, respectively, and air mixing takes place
randomly among n CPUs. According to Eq. (2-13), rack level air
mixing entransy dissipation DJmixing can be deduced as follows

DJmixing ¼ Jair;in;rack � Jair;out;rack

¼
Xn
i¼1

1
2
CMa;in;iT

2
a;in;i þ Qcpu;iTcpu;i � 1

2
CMa;o;iT

2
a;o;i

� �
ð2-18Þ

CRAC can be modeled as a steady open thermal system with a
refrigerant coil (cold source), one in-flow (room return air) and
one outflow (CRAC supply air). Assuming the temperature and mass
flowrate for inlet/outlet airflow is represented by Ta,in,j/Ta,o,j, CMa,in,j/
CMa,o,j, respectively, refrigerant coil temperature is represented by
Tcrac,j, and no air mixing occurs in CRAC units. According to Eq. (2-
13), the entransy dissipation of air-coil heat exchanging process
(room terminal heat removal) DJcrac can be deduced as follows

DJcrac ¼
X
j

ðJair;in;crac � Jair;out;cracÞ

¼
Xp
j¼1

1
2
CMa;in;jT

2
a;in;j � Qcrac;jTcrac;j � 1

2
CMa;o;jT

2
a;o;j

� �
ð2-19Þ

Put Eqs. (2.15)-(2.19) back into Eq. (2-14), the room level
entransy dissipation model for a given data center can be
expressed as follows
Rack

HEX

Q

Q

Tchip

Tcoldsource

Tout

Tin Treturn

Tsupply

Tex

Air flow

Outdoor Environment

Fig. 8. Entransy dissipation along a typica
DJloss;room ¼
Xn�m

i¼1

Qcpu;iTcpu;i �
Xp
j¼1

Qcrac;jTcrac;j

�
Xn
i¼1

1
2
CMa;in;iT

2
a;in;i þ Qcpu;iTcpu;i � 1

2
CMa;o;iT

2
a;o;i

� �

�
Xp
j¼1

1
2
CMa;in;jT

2
a;in;j � Qcrac;jTcrac;j � 1

2
CMa;o;jT

2
a;o;j

� �

¼
Xn
i¼1

1
2
CMa;in;iT

2
a;o;i �

1
2
CMa;o;iT

2
a;in;i

� �

þ
Xp
j¼1

1
2
CMa;in;jT

2
a;o;j �

1
2
CMa;o;jT

2
a;in;j

� �

¼
Xn
i¼1

1
2
CMa;in;iT

2
a;o;i þ

Xp
j¼1

CMa;in;jT
2
a;o;j

 !

�
Xn
i¼1

1
2
CMa;o;iT

2
a;in;i þ

Xp
j¼1

1
2
CMa;o;jT

2
a;in;j

 !

¼ Ja;input � Ja;output
ð2-20Þ

Eq. (2-20) tells that, for a given data center space with adiabatic
envelops, entransy dissipated by mixing of different temperature
airflows has nothing to do with properties of IT equipments or
CRAC units, essentially, it is a heat transfer caused dissipation,
determined by airflow pattern, air flowrate and temperature.

To better explain the entransy dissipation for room level in data
centers, each dissipation occurs through the entransy flow path is
illustrated by Fig. 8, corresponds to Eqs. (2.14)-(2.19).

Divide the total entransy dissipation value DJloss by total heat
Q ¼Pn

i¼1Qcpu;i, to get the temperature penalty DT paid for the
undesired air mixing

DT ¼ DJloss
Q

¼ DJlossPn
i¼1Qcpu;i

ð2-21Þ

All analysis above shows that, entransy dissipation caused by
air mixing and heat transfer process in data center space can be
modeled and calculated, which means, the heat transfer ability loss
and thermal performance decrease in data centerscan be
quantified. Characteristics of entransy dissipation caused by rack
level air mixing offers a new approach to evaluate how airflow
pattern influences data center thermal performance. Therefore,
Q

Temperature

Heat

Entransy dissipation of rack 
cooling process

Entransy dissipation of air 
mixing process

Entransy dissipation of heat 
exchanging process

Entransy dissipation of heat 

flow into outdoor environment

l heat transport path in data centers.
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understanding the distribution and variation of air mixing entransy
dissipation among data center space not only helps to reduce hot
spots, evaluate airflow organization, improve the performance of
data center thermal management, it also provides a new guideline
for data center thermal management -least entransy dissipation
principle, which has been proved to be more appropriate and effec-
tive in optimization of complex heat transfer system. A case study
is performed to verify the entransy model.
3. Case study

3.1. Data center configuration

A CRAC retrofitting project of an operating data center in Beijing
is performed, using entransy based theory. The basic configuration
of the data center is listed in Table 1.

Fig. 9 shows the original layout and air flow pattern of the data
center. Fig. 10 gives the pictures of former CRAC units and racks
before retrofitting.

It can be seen from Fig. 9 that, the air-flow organization is rather
poor. Supply air from No. 2 and No. 3 CRAC unit directly enters into
the hot aisle of 24 racks. Such air flow pattern not only wastes the
valuable cooling air, making certain racks cooling-starving, the
consequently occurred air mixings by CRAC supply air and rack
Table 1
Basic information of the retrofitting data center in Beijing.

Data center size Envelope Rack number Rack power
20 m � 6 m � 3 m One external wall 39 50–60 kW

CRAC number Cooling capacity Indoor
temperature

Indoor
humidity

3 80 kW 23–25 �C 40–65%

Fig. 9. Data center configuration.

Fig. 10. Former CRAC units an
exhausted air worsen the entire thermal health of the data center
space, and finally forms a vicious circle.

3.2. Performance testing before retrofitting

Fig. 11 gives the testing data of inlet air temperature for all
racks before retrofitting. It can be seen that for most racks (27
racks), the available cooling air temperature is actually higher than
25 �C, with only 2 racks enjoy cooling air less than 15 �C. Such non-
uniform indoor thermal environment is mainly caused by poor air
flow organization and undesired air mixing, which can be seen in
the following test.

Fig. 12 shows the testing exhausted air temperature of 3 typical
racks with different payload before retrofitting. A temperature dif-
ference as large as 7 K tells that, besides air-flow influence, the
cooling starving racks (see Fig. 11) also contributes significantly
to the non-uniform temperature distribution in data center space,
by exhausting much hotter air than other racks.

Fig. 13 gives the testing supply air temperature of 3 CRAC units
before retrofitting. A temperature difference of 6 K between No. 1
and No. 3 CRAC units indicates a severe mixing between return
air and ambient air. The apparently fluctuated supply air tempera-
ture of No. 2 CRAC unit indicates a poor air-flow around, which
turns out to easily cause severe air mixings and makes a worse
indoor thermal environment in turn.

3.3. Retrofitting case

To effectively eliminate the defect of undesired air mixing
above and improve the energy performance of this data center,
both the method and systematic structure of thermal management
needs retrofitting, based on deep entransy analysis. A feasible and
fundamental approach is to perform a quantitative entransy
dissipation comparison for several typical solutions of data center
thermal management, and propose a optimum scheme with best
entransy performance.
d racks before retrofitting.

Fig. 11. Rack inlet air temperature before retrofitting.
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Fig. 12. Rack exhausted air temperature before retrofitting.
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Fig. 13. CRAC supply air temperature before retrofitting.
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3.3.1. Entransy dissipation analysis
Fig. 14a illustrates a simplified liquid cooling solution of data

centers, which directly removes heat from servers by liquid media
(water, refrigerant) loop and transports the heat to chilled water
loop, which finally transfers the heat to CRAC units. The whole heat
transport path is extremely compact with no air involved.

Fig. 14b illustrates an ideal air cooling configuration without
hot/cold air mixings. All exhaust hot air from servers is collected
and delivered to the water-side terminals near the servers, and
exchanges heat with the chilled water in that terminal. The air flow
Fig. 14a. Liquid cooling solution.
circle and heat exchanging process is completely sealed inside the
rack. The heat is then transported by chilled water loop to CRAC
units. Such configuration is very compact to reduce the chance of
hot air escaping and mixing with ambient cooling air around the
racks.

Fig. 14c shows a typical air cooling scenario in data centers,
where undesired air mixing occurs, with rack exhaust hot air circu-
lated into cold aisles and cooling air direct short circuit into CRAC
unit.

Fig. 14d shows a optimum air cooling solution with no unde-
sired mixings, in which the air circle goes through a multi-step
Fig. 14b. Ideal air cooling solution.



Fig. 14c. Air cooling solution with multi-stage heat pipe loop.

Fig. 14d. Air cooling solution with undesired mixings.
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heat exchanging with a serially connected multi-stage heat pipe
loop inside the rack. The heat is transferred from air side to the
chilled water step-by-step, through each corresponding stage of
heat pipe loop with individual temperature level, and finally trans-
ported to CRAC units.

Compared with liquid/ideal air cooling method, which intro-
duce water terminals very close to servers, the heat pipe solution
earns better security performance by using R134a as the cooling
media, which turns into gas in case of local leakage, with much
Fig. 15. T-Q chart for entransy dissipation
lower threat to servers than water drop. In addition, by maintain-
ing the heat pipe temperature above the air dew point temperature
in data center room, condensation of moisture can be avoided.

To further improve the thermal performance of the multi-stage
heat pipe, a larger temperature range of both air circle and water
loop is necessary [43], which can be realized by reducing the air
and water mass flowrate. For such configuration of multi-stage
heat pipe loop, larger temperature range of the two side fluids,
and more stages of heat pipe loop brings in higher heat transfer
efficiency [43]. As a consequence, a multi cold source with individ-
ual temperature level is allowed for each step of heat exchanging.
Therefore, a better energy performance can be expected through a
flexible combination of different cold sources with individual qual-
ity and temperature.

The entransy dissipation analysis on heat exchange, transport
and removal for the four cooling solutions is illustrated by the T-
Q chart in Fig. 15. For each cooling solution, the entransy dissipa-
tion is calculated from the heat source (CPU) to the cold source
(CRAC unit). The horizontal solid line represents the uniform tem-
perature which remains unchanged during heat transfer or
exchange process (e.g., phase changing process), while the inclined
solid line stands for a linear temperature variation with heat trans-
fer or exchange (e.g., heating/cooling process of the single phase
fluid). The two ends of the solid line stand for the temperature of
intake/exhaust fluid (e.g., supply/return air of CRAC units, intake/
exhaust air of servers, input/outflow chilled water of heat
exchangers).

The entransy dissipation of CPU heat exchange with liquid/air is
represented by the yellow region, which is enclosed by the hori-
zontal solid line of CPU temperature and the inclined solid line of
liquid/air temperature. The entransy dissipation of air mixing is
represented by the deep green region, which is enclosed by the
temperature solid line of air with rack and the temperature solid
line of air with CRAC unit. The entransy dissipation of air to chilled
water heat transfer is represented by the region enclosed by the
solid line of air temperature and the solid line of chilled water tem-
perature. The entransy dissipation of air to multi-stage heat pipe
loop (three stage as exampled) heat transfer is represented by
the trapezoid region, enclosed by the solid line of air temperature
and the solid line of each stage heat pipe loop temperature. The
entransy dissipation of chilled water to CRAC unit heat removal
is represented by the region enclosed by the inclined solid line of
analysis of the four cooling solutions.



Table 4
Temperature distribution of two-stage and three-stage heat pipe loop.

Cooling solution Two-stage
heat
pipe loop
configuration

Three-stage
heat
pipe loop
configuration

Heat transferred from servers, kW 15 15
Temperature of server intake/exhaust air, K 292/300 292/300
Temperature of each stage heat pipe loop, K 283.7/291.6 285/289/293
Temperature of input/output chilled water, K 281.5/289.5 281/289
Individual temperature of cold source

corresponding to each stage of heat pipe
loop, K

279.5/284.2 278/282/285

Cooling load distribution for each stage of
heat pipe loop, %

35/65 28/36/36

Averaged cold source temperature, K 282.56 281.96

Table 5
Entransy dissipation comparison of two-stage and three-stage heat pipe loop.

Cooling solution Two-stage heat
pipe loop
configuration

Three-stage heat
pipe loop
configuration

Entransy dissipated by heat transfer
from rack side air to multi-stage
heat pipe loops, kW K

107.5 97.5

Entransy dissipated by heat transfer
from multi-stage heat pipe loops
to chilled water, kW K

50 67.5

Entransy dissipated by heat transfer
from chilled water to multi cold
sources, kW K

44.2 43.13

Total entransy dissipation, kW K 201.7 208.13
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chilled water temperature and the horizontal solid line of CRAC
evaporator temperature.

The total entransy dissipation of heat transfer and removal is
represented by the light blue region, which is enclosed by the
inclined solid line of liquid/air temperature and the horizontal
solid line of CRAC evaporator temperature. The total entransy dis-
sipation of heat transfer and removal not only describes the heat
transfer ability lost during heat transport process, it determines
the temperature level of cold source and the availability of free
cooling potential. Therefore, the area of such light blue regions
offers quantitative evaluation and comparison for the energy per-
formance of the four cooling solutions.

The slope of each inclined solid line represents the mass flow-
rate for each fluid, the more inclined of the solid line means the
smaller mass flowrate of the fluid.

Tables 2 and 3 compute and list the temperature distribution
and entransy dissipation for each heat transfer process for the four
cooling solutions, respectively. To perform a fair analysis with
comparable boundary conditions, the heat production, CPU tem-
perature, and CRAC units remain the same for the four cooling
solutions.

The entransy analysis tells that, due to the much higher heat
transfer coefficient and no air mixing, the liquid cooling solution
earns the best thermal performance with the smallest total
entransy dissipation of 285 kW K, along with the highest cold
source (CRAC evaporator) temperature of 291 K. As for the three
air cooling solutions, due to the much lower heat transfer
coefficient, most entransy (82–90%) is dissipated by the air
involved heat transfer processes, resulting in a much higher total
entransy dissipation of 418.13–540 kW K, and a much lower cold
source (CRAC evaporator) temperature of 274–280 K, respectively.
Meanwhile, compared with ideal air cooling, undesired air mixing
consumes considerable heat transfer potential loss (18%), and
contributes significantly to the decrease of energy performance
Table 2
Temperature distribution of the four cooling solutions of data centers.

Cooling solution Liquid
cooling

Ideal air cooling

Heat removed from servers in a rack, kW 15 15
Server CPU temperature, K 310 310
Intake/exhaust liquid/air temperature of racks, K 300/306

(Liquid)
292/300
(Air)

Temperature of each stage heat pipe loop, K – –
Supply/return air temperature of CRAC unit, K – –
Chilled water input/output temperature, K 294/299 283/288
CRAC temperature, K 291 280

Table 3
Entransy dissipation analysis of the four cooling solutions of data centers.

Cooling solution Liquid cooling

Entransy dissipated by CPU heat exchanging, kW K 105
Entransy dissipated by liquid/air to chilled water heat

exchanging, kW K
97.5
(liquid to chilled
water)

Entransy dissipated by rack side air to heat pipe loop heat
exchanging, kW K

–

Entransy dissipated by undesired air mixing, kW K –
Entransy dissipated by multi-stage heat pipe to chilled water

heat exchanging, kW K
–

Entransy dissipated by CRAC side air to chilled water
exchanging, kW K

–

Entransy dissipated by chilled water to CRAC exchanging, kW K 82.5
Entransy dissipation of heat transfer and removal (light blue

region in Fig. 15), kW K
180

Total entransy dissipation, kW K 285
(with the CRAC temperature reduced from 280 K to 274 K). The
impact of undesired air mixing on energy performance is eventu-
ally paid by the 6 K reduce of CRAC temperature, or free cooling
potential.
Air cooling with multi-stage heat pipe loop Air cooling with undesired mixing

15 15
310 310
292/300
(Air)

292/300
(Air)

285/289/293 –
– 286/293
281/289 277/282
278/282/285 274

Ideal air
cooling

Air cooling with multi-stage
heat pipe loop

Air cooling with
undesired mixing

210 210 210
157.5
(air to chilled
water)

– –

– 97.5 –

– – 97.5
– 67.5 –

– – 150

82.5 43.13 82.5
240 208.13 330

450 418.13 540
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The entransy analysis also shows that, compared with the ideal
air cooling scheme, the multi-stage heat pipe solution raises the
temperature range of chilled water from 5 K to 8 K, to earn
approximately the same entransy dissipation for the heat transfer
between rack side air and chilled water (165 kWK v.s. 157.5 kWK),
but with higher security performance than water terminals.
Moreover, considering multi cold source with individual tempera-
ture (278/282/285 K), with the reasonable adjustment and
assignment of cooling load to each cold source, the multi-stage
heat pipe solution still owns the possibility to earn a better energy
performance than the ideal air cooling solution (with cold source
temperature of 280 K).
Fig. 16. Entransy dissipation analysis of two-stage

Fig. 17. Inner-cooled rack with
When compared with the air cooling scheme with undesired
mixing, the multi-stage heat pipe solution earns a perfect victory
with a higher cold source temperature (278/282/285 K v.s.
274 K), and a much smaller entransy dissipation for heat transfer
and removal (the area of the light blue region in Fig. 15, 208.13 kWK
v.s. 330 kW K).

To sum up, the entransy analysis on different cooling solutions
of data centers clearly tells that, to effectively eliminate the unde-
sired air mixing and improve the energy performance of data center
thermal management, both the server-level liquid cooling solution
and rack-level air cooling solution with multi-stage heat pipe loop
seem possible. Considering the security performance, as well as the
and three-stage heat pipe loop in T-Q chart.

a two-stage heat pipe loop.
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diversity and availability of multi cold sources, the rack-level air
cooling solution with multi heat pipe loop is proposed.

3.3.2. Combined rack-level air cooling solution
Based on the entransy dissipation analysis in Section 3.3.1, the

rack-level air cooling solution combined with multi-stage heat
pipe loop is proposed, as illustrated by Fig. 14(c). The former study
[43] shows that, increasing the stages of heat pipe loops helps to
improve thermal performance of such air-heat pipe-water heat
transfer system. However, more heat pipe loops means the
increase of initial investment and equipment size. To balance the
thermal performance and cost, a deep analysis on entransy dissipa-
tion is performed, for the combined rack-level air cooling solution
with two-stage and three-stage heat pipe loop configuration. To
Fig. 18. Photos of new combined rack-level a

Fig. 19. Schematic diagram of p
make the comparison fair and reasonable, the total heat exchanger
area of the two-stage heat pipe loop equals to that of the three-
stage heat pipe loop, with the same server heat (15 kW), CPU tem-
perature (310 K) and server intake/exhaust air temperature
(292/300 K). The cooling load taken by each stage of heat pipe loop
can be adjusted to optimize the overall thermal performance.

The optimum cooling load assignment, temperature distribu-
tion and entransy dissipation for each heat pipe configuration is
computed and listed in Tables 4 and 5, respectively.

The analysis above tells that, with the same total heat exchang-
ing area and the optimized cooling load allocation, the overall ther-
mal performance of the two heat pipe loop configurations remain
the same level, in terms of cold source temperature and entransy
dissipation distribution. To be specific, with the cooling load
ir cooling equipments after retrofitting.

arallel connected chillers.
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distribution of 35%/65% for each stage of heat pipe loop, the
optimum individual cold source temperature of the two-stage con-
figuration is 279.5 K/284.2 K, almost the same with that of the
three-stage configuration (278 K/282 K/285 K). To further compare
the energy performance, the averaged temperature of individual
cold sources weighted by cooling load allocation is calculated for
each heat pipe configuration, which is also listed in Table 4. It
can be seen that, the two-stage heat pipe configuration earns a
Fig. 20. Schematic diagram of

Table 6
Performance comparison of the two water-side cooling solutions.

Water loop Chiller Inlet/outlet water temp Water flow rate NTU

Parallel Chiller1 10 �C/14 �C 3.75 kW/K 1.5
Chiller2 10 �C/14 �C 3.75 kW/K 1.5

Serial Chiller1 14 �C/18 �C 3.75 kW/K 1.5
Chiller2 10 �C/14 �C 3.75 kW/K 1.5

(a) Closed cooling tower (

Fig. 21. Combined water l
little better energy performance with averaged cold source tem-
perature 0.6 K higher than that of three-stage configuration
(282.56 K v.s. 281.96 K). This conclusion can also be proved with
the entransy analysis, the two-stage configuration outplayed the
three-stage one with a smaller entransy dissipation (201.7 kW K
v.s. 208.13 kW K).

Fig. 16 illustrates the temperature distribution and entransy
dissipation of these two heat pipe configurations, in terms of T-Q
serial connected chillers.

Cold source temp Chiller energy cost Entransy dissipation of water loop

8.85 �C 4.15 kW 300 kW K
8.85 �C 4.15 kW

12.85 �C 3.56 kW 240 kW K
8.85 �C 4.15 kW

b) Two serial connected chillers

oop after retrofitting.
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chart, which gives intuitional and comparable views of entransy
dissipation analysis for each heat exchanging and heat transfer
process.

Based on the entransy analysis above, to balance the investment
and performance, the configuration of two-stage heat pipe loop is
proposed as the final scheme of rack level air-cooling solution,
illustrated by Fig. 17. The inlet air with the same temperature as
data center room is cooled down by the first stage of heat pipe loop
(with lower temperature) at the bottom of racks, to the required
inhale temperature of servers. Then the hot exhaust air from ser-
vers is sent to the second stage of heat pipe loop (with higher tem-
perature) at the top of racks, cooled down to the room temperature
and released into data center room again. The entire heat exchange
and transport process is sealed inside the rack, maintaining no
temperature difference between the rack side intake/exhaust air
and ambient room air. Therefore the undesired air mixings can
be avoided.

After retrofitting, the photos of new combined air cooling racks
with two-stage heat pipe loop is shown by Fig. 18.

3.3.3. Combined water loop solution with larger temperature range
To fit the requirement of larger temperature range with smaller

mass flowrate, individual cold sources with different quality and
temperature, adjustable cooling load distribution, corresponding
to the rack-side configuration of two-stage heat pipe loop, a com-
bined water loop solution with parallel/serial connected chillers is
proposed for the water-side configuration, illustrated by Figs. 19
and 20, respectively. The detailed performance of these two
water-side configurations is evaluated and compared by entransy
dissipation analysis, listed in Table 6.
Fig. 22. Real time air temp inside a typical LHP rack after retrofitting.
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Te
m

pe
ra

tu
re

Fig. 23. Tested inlet and outlet air te
The entransy analysis tells that, compared with the scheme of
parallel connected chillers, chiller configuration with serial con-
nection earns a better entransy performance, with the total
entransy dissipation decreased from 300 kW K to 240 kW K, indi-
cating a free cooling potential (e.g., output water from cooling tow-
ers) increase of 4 K (with heat removal of 15 kW).

Based on entransy analysis above, considering the initial invest-
ment and operating cost, the final scheme of water-side configura-
tion is designed as two chillers serial connected with a closed
cooling tower, illustrated by Fig. 21. The operating mode of the
combined water loop depends on the output water from the closed
cooling tower. With low enough output water temperature, all
cooling load is took by the closed cooling tower with no chiller
working, which is called full free cooling mode. When the output
water temperature gradually rises, chillers start one by one to
undertake partial cooling load, which is called co-working mode.
To maximize the energy performance, cooling load is dynamically
allocated among the cooling tower and two chillers, according to
the outdoor air temperature change.
3.4. Performance testing after retrofitting

Fig. 22 shows the real time air temperature inside a LHP rack
after retrofitting. It can be seen that the temperature curve of
LHP1 inlet air coincides with that of LHP2 exhausted air, indicating
identical rack intake and exhaust air temperature of 23–25 �C
(average indoor temperature). The average intake air temperature
of IT equipment (LHP1 exhausted air temperature) varies from
17.5 �C to 21 �C, satisfied with the guidelines of data processing
environment recommended by TC 9.9 ASHERA.
umber
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Fig. 24. Real time chilled water temp of LHP1 and LHP2 after retrofitting.



Table 7
Annual cooling performance of former CRAC system before retrofitting.

Time CRAC
power

Fan
power

Server
power

EER Indoor
air temp

Evaporator
temp

Supply/Return
air temp

Rack inlet/outlet
air temp

Outdoor dry/wet
bulb temp

kW kW kW – �C �C �C �C �C

January 2nd 16.8 4.5 58 2.7 23.5 8.7 14/24 24/33 6/0.2
May 7th 18 4.2 56 2.5 24.6 8.5 15/25 24/33 20/10
August 10th 21 4.6 58 2.3 25 8.2 14/25 25/34 29/21

Table 8
Annual cooling performance of new combined cooling system after retrofitting.

Time Cooling tower
power

Chiller 1
power

Chiller 2
power

Pump
power

Rack fan
power

Server
power

EER Indoor
air temp

Supply/return
water temp

Rack inlet/outlet
air temp

kW kW kW kW kW kW – �C �C �C

January 2nd 2.2 0 0 2 2.9 58 8.2 23.5 9.5/18 23.8/24.2
May 7th 2.2 7.6 0 2 3.1 58 4.0 24.6 13.5/21.5 24.9/25.3
August 10th 0 6.4 6.8 2 3.1 59 3.2 23 9.2/19 23.2/23.8
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Fig. 23 gives the intake and exhausted air temperature of all
racks after retrofitting. The largest temperature difference between
inlet and outlet air is less than 2.5 �C, indicating a great improve-
ment of indoor environment compared with that before
retrofitting.

The water loop temperature for corresponding LHP is shown in
Fig. 24. Chilled water with higher temperature (18–21 �C) in LHP2
earns more energy benefits than that with lower temperature (12–
16 �C) in LHP1 in chiller-working mode, and is more feasible to free
cooling utilization.

Annual energy performance of former CRAC scheme and new
combined cooling solution is tested and compared by Tables 7
and 8. The tests are performed with same climate conditions and
IT payload distribution. The energy efficiency ratio (EER) is defined
as the ratio of total cooling load to the total cooling power con-
sumption, indicating the overall energy efficiency of cooling
systems.

It can be seen from Tables 7 and 8 that, before retrofitting, the
average temperature of rack exhausted air is about 9 �C higher
than room temperature, and after retrofitting, the two temperature
is almost the same, indicating a satisfied effect of eliminating
undesired air mixing. Without temperature penalty paid for the
air-mixing, the testing results also witness a temperature rise for
cold source (outdoor air wet-bulb temperature) from 0.2 �C/10 �C
to 9.5 �C/13.5�Cin January/May. With such additional free cooling
potentials earned, a better energy performance can be expected.

By the co-operation of free cooling combined with multi-stage
heat pipe loops, the annual energy efficiency ratio (EER) of cooling
system increases from 2.6 to 4.8 after retrofitting, which means
almost a double time of overall energy performance for the new
combined distributed cooling solution than former CRAC system.

To sum up, the testing data above tells that, with the elimina-
tion of air-mixing, and full utilization of outdoor free cooling
potential, both thermal and energy performance of data centers
can be effectively improved. The inner-cooled rack with two-
stage heat pipe loop creates a more uniform indoor thermal
environment by dynamic allocation of cold air to avoid cooling-
starving racks and undesired air-mixing. The co-operation mode
of closed cooling tower with serially connected multi-chillers
provides a maximum energy efficient through dynamic fit to the
variation of outdoor climate and indoor payload.
4. Conclusion

The heat transfer process in data centers turns out to be better
analyzed and optimized using entransy theory. Based on entransy
dissipation theory, a multi-level entransy model for data center
thermal management is built and verified with a CRAC retrofitting
case. For the quantitative effect of undesired air mixing on thermal
performance of data center cooling, which used to be very difficult
with traditional thermal methods, entransy dissipation model
gives quantitative analysis in terms of temperature penalty and
free cooling potential loss, with enough accuracy. Through the case
study of CRAC retrofitting work for an operating data center in Bei-
jing, the entransy method is testified and proved to offer a new
mathematical solution to the analysis and optimization of thermal
management of data centers. A feasible technical route for key
issues of local over-heating and huge energy cost in high heat den-
sity data centers may be found from this entransy based thermal
method and combined cooling solution.

The major conclusions of this work have been summarized as
follows:

1. Temperature rise must be paid as a penalty for air mixings with
temperature differences among data center space, as the major
reason for hot spot and cooling-starving racks.

2. Smaller entransy dissipation is found in multi-stage heat pipe
loops combined inside racks than single-stage configuration.

3. The inner cooled racks with two-stage heat pipe loops enables
to eliminate air mixings with no temperature differences, by
maintaining the exhausted air with the same temperature as
room environment.

4. Smaller entransy dissipation is found with serial chillers layout
than that in parallel, with the same outdoor climate and indoor
payload.

5. A closed cooling tower combined with serially connected chil-
lers maximizes both the outdoor free cooling potential and
energy performance, by dynamic adjustment and re-
designation of the cooling load in co-operation.
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