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This paper introduces a new calibration method for the mapping camera called Precise

Grouped Approach Method (PGAM). The conventional calibration method for the mapping

camera is the exact measuring angle method. The accuracy of this method can be reduced by

theoretical uncertainties and the number and distribution of observation points. PGAM is able
to overcome these disadvantages and improve the accuracy. Firstly, we reduce the theoretical

uncertainties by means of a grouped approach method, which recti¯es the high-precision ro-

tation stage to zero position. Secondly, a weighted theory is applied to eliminate the e®ect of

the number and distribution of observation points. Finally, the accuracy of PGAM is analyzed.
The experiment result shows that the calibration accuracy is signi¯cantly improved when using

the proposed PGAM algorithm, compared to the conventional one under the identical

experimental condition.
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1. Introduction

In convention, camera calibration plays an important role when studying the spatial

location of the objects using the photogrammetric method, such as aerial map-

ping,8,11,17 photogrammetry, machine vision,3,10,12 computer vision5 and machine

production, etc. There are two typical calibration methods, i.e. model plane17 or

exact measuring angle.2,4 The model plane method utilizes a chessboard calibration

pattern. The camera takes a few pictures from di®erent orientations. Then, nonlinear

error function is resolved to calculate the inner orientation elements of the camera

using the coordinates of the model plane and its image.17 Such calibration method is

more suitable for close-range cameras due to the limited size of the model plane.8,11,17

In the exact measuring angle method, parallel light is produced by a collimator.

Camera measures the incident angle of the parallel light and the coordinate of its

image for calculating the inner orientation elements and the distortion parameters.2,4

This method is more suitable for aerial cameras with longer focal length. The algo-

rithm of the exact measuring angle method is intuitive, simple, and easy to realize.

However, it can only be applied in a strict laboratory environment. Due to random

error, the calculated accuracy of the inner orientation elements vary considerably

with the variation of observation points, even under the same laboratory condi-

tions.9,13–15 Here, we propose the Precise Grouped Approach Method (PGAM),

which can improve the calibration accuracy of inner orientation elements by recti-

fying the precision rotation stage to the principle point to reduce theoretical un-

certainty, and weighted theory is applied to process corresponding data.

2. Exact Measuring Angle Method

The calibration principle of the exact measuring angle method is illustrated in Fig. 1.

The camera is mounted on a precision rotation stage. At the initial rotation angle,

Fig. 1. Geometry of exact measuring angle method.
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M is the initial coordinate of the star point image on the CCD image plane. It is set as

the geometric center of the CCD image plane; O is the unknown principal point; Sx is

the projection of the principal point on the camera focal plane; and OSx is the

unknown principal distance. At another rotation angle �i, star point Pi projects itself

on the CCD image plane as Pi.

According to the theory of geometrical optics, the distortion �i of incident beam

at angle �i is

�i ¼ xi � x0 � fx � tanð�i � d�Þ: ð1Þ
Expand tanð�i � d�Þ in Taylor series, and neglect the higher-order terms, we obtain:

tanð�i � d�Þ ¼ tan�i � sec2�i � d�: ð2Þ
In Eq. (2), d� ¼ arctanðx0=fÞ. If x0 � f, then d� � x0=f. After simplifying, we obtain:

�i ¼ xi � fx tan�i þ x0tan
2�i: ð3Þ

Subsequently, rotating the precision rotation stage, we obtain several pairs of angle and

image of the star points. If matrices V ;X;B and N are respectively de¯ned as:

V ¼

�1

�2

..

.

�n

2
66664

3
77775; X ¼

x1

x2

..

.

xn

2
6664

3
7775; B ¼

tan�1 �tan2�1

tan�2 �tan2�2

..

. ..
.

tan�n �tan2�n

0
BBBB@

1
CCCCA; N ¼ fx

x0

� �
;

then we have V ¼ X � BN. The exact measuring angle method sets the constraint

PRS ¼ minðP�2
i Þ ¼ minðV TV Þ to solve inner orientation elements. Therefore, ma-

trix N is solved by the least-squares method N ¼ ðBTBÞ�1BTX, i.e.

x0 ¼ �
X

xitan
2�i �

X
tan2�i þ

X
xi tan�i �

X
tan3�iX

tan2�i �
X

tan4�i �
X

tan3�i

� �
2 ;

fx ¼
X

xi tan�i �
X

tan4�i �
X

xitan
2�i �

X
tan3�iX

tan2�i �
X

tan4�i �
X

tan3�i

� �
2 :

ð4Þ

The inner orientation elements of the camera obtained by the exact measuring

angle method are indirect. Uncertainties mainly come from4,6,7,16:

(1) Theoretical uncertainty caused by neglecting the higher order terms of

tanð�i � d�Þ and simplifying d� equals to x0
f ;

(2) Angle uncertainty �� when acquiring observation points p1; p2 . . . ; pn;

(3) Position uncertainty �x of acquiring image points x1;x2; . . . ;xn;

(4) Environmental factors such as temperature, vibration, light sources and air°ow

during calibration. Providing necessary shielding against the negative e®ects of
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the environment, the calibration accuracy of the principal point is

�x0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

@x0

@xi

� �
2

�2
xi þ

Xn
i¼1

@x0

@�i

� �
2

�2
�i

s
: ð5Þ

From Eq. (4), we obtain:

@x0

@�i

¼ @x0

@ tan�i

� d tan�i

d�i

¼ @x0

@ tan�i

� sec2ð�iÞ: ð6Þ

Denote:

A1 ¼
Xn
i¼1

@x0

@xi

� �
2

; A2 ¼
Xn
i¼1

@x0

@�i

� �
sec2ð�iÞ:

Suppose the observation points have invariant errors during calibration,

��1 ¼ ��2 ¼ � � � ¼ ��n; �x1 ¼ �x2 ¼ � � � ¼ �xn;

then

�x0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A1�

2
x þ A2�

2
�

q
: ð7Þ

Similarly,

�f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A3�

2
x þ A4�

2
�

q
; ð8Þ

where

A3 ¼
X @fx

@xi

� �
2

; A4 ¼
X @fx

@�i

� �
2

:

According to PRS ¼Pn
i¼1 ðxi � fx tan�i þ x0tan

2�iÞ2, we have:

�2
PRS ¼

X @PRS

@xi

� �
2

�2
x þ

@PRS

@�i

� �
2

�2
� þ @PRS

@x0

� �
2

�2
x0 þ

@PRS

@fx

� �
2

�2
fx

� �
:

ð9Þ
In an independent calibration process, observation points p1; p2; . . . ; pn are ¯xed,

A1;A2;A3, and A4 are constants, �x0; �f and �PRESS are also constants.

From Eqs. (5)–(9), we conclude:

(1) As a result of the theoretical error, the exact measuring angle method cannot

acquire accurate solution of principal point and principal distance.

(2) By increasing only the number of observation points, we cannot consistently

improve the calibration accuracy.

(3) Despite being in the same calibration environment, di®erent observation points

could result in di®erent calibration accuracies.

PGAM is able to solve all these disadvantages.
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3. Precise Grouped Approach Method (PGAM)

PGAM improves the calibration accuracy by reducing theoretical uncertainty

and using weighted theory to process the approached group data. It consists of

two parts:

(1) Divide the calibration into several groups. Adjust M of group tþ 1 accordingly

based on the result of group t, until approaching x0 ! 0; d� ! 0. Then, inde-

pendently calibrate group tþ 1, so that theoretical uncertainty can be reduced

greatly.

(2) Due to the slight adjustment of M , the distribution of observation points of

groups 1, 2, until J þ 1 is changed. Based on Eqs. (6)–(9), �x0; �f , PRS of each

group are varied as well. In order to eliminate the in°uence of the redistribution

of the observation points on the calibration accuracy, the PGAM algorithm

applies unequal weights to each group data.

Assuming that we have data from all J þ 1 groups, the number of the

observation points in each group is n. For the exact measuring angle method, the

solved inner orientation elements from group t are x0t and ft, the accuracies are �x0t

and �ft , the constraint is PRSt ¼
Pn

k¼1 ðxtk � ft tan�tk þ x0ttan
2�tkÞ2, the accuracy

is �PRSt, and the set weight values of PEt;Pxt;Pft for PRSt are x0t and ft,

respectively2:

PEt ¼
1

�2
PRSt

; Pxt ¼
1

�2
x0t

; Pft ¼
1

�2
ft

: ð10Þ

For PGAM algorithm, denote the solved inner orientation elements as X0;Fx and

the constraint of group t as PRS 0
t. Meanwhile, de¯ne �x 1

0; �f
1
0 as:

�x 1
0 ¼

1PJþ1
i¼1 Pxi

XJþ1

i¼1

Pxix0i; �f
1
0 ¼

1PJþ1
i¼1 Pfi

XJþ1

i¼1

Pfifi:

According to the maximum likelihood theory, set �x 1
0; �f

1
0;w

0
1;w

0
2, respectively, as

the approximation and correction values of X0;Fx, which means

X0 ¼ �x 1
0 þ w0

1; Fx ¼ �f
1
0 þ w0

2;

PRS 0
t ¼

Xn
k¼1

ðxtk � ð�f 1
0 þ w 0

2Þ tan�tk þ ð�x 1
0 þ w0

1Þtan2�tkÞ2:

Neglecting the higher-order terms of the constraint, we obtain:

PRS 0
t ¼

Xn
k¼1

ððxtk � �f
1
0 tan�tk � �x 1

0tan
2�tkÞ2Þ þ at1w

0
1 þ at2w

0
2; ð11Þ

Calibration Method for Mapping Camera Based on a Precise Grouped Approach Method
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where

at1
at2

� �
¼ @PRS 0

t 0

0 @PRS 0
t

� � 1

@ x0

1

@f0

2
6664

3
7775:

Here, introducing the parameters PRSt ;Et;Wt;PRSPA;PRSPG, which are

de¯ned as follows, respectively:

PRSt ¼
Xn
k¼1

ðxtk � �f
1
0 tan�tk � �x 1

0tan
2�tkÞ2;

Et ¼ PRSt � PRSt ;

Wt ¼ PRS 0
t � PRSt;

PRSPA ¼
XJþ1

i¼1

ðPEi �
Xn
k¼1

ðxik � fi tan�ik � x0itan
2�ikÞ2

 !
;

PRSPG ¼
XJþ1

i¼1

ðPEi �
Xn
k¼1

ðxik � Fx tan�ik �X0tan
2�ikÞ2

 !
:

Then, we have:

Wt ¼ at1w
0
1 þ at2w

0
2 � Et: ð12Þ

Thanks to the reliability of data from each group, the quadratic summation of the

whole ¯eld distortion of all J þ 1 groups should have minimal variation properties

after applying PGAM algorithm. This is set as the constraint condition, and we solve

the correction value of X0 and Fx.

That means w 0
1 and w0

2 should meet:

min
XJþ1

i¼1

PEiW
2
t ¼ PRSPA � PRSPG

� �
2

 !
:

De¯ne matrices W ;A;w0;L;P as:

W ¼
W1

..

.

WJþ1

2
64

3
75; A ¼

a11 a12
..
. ..

.

aðJþ1Þ1 aðJþ1Þ2

0
B@

1
CA; w0 ¼ w0

1

w0
2

 !
;

L ¼
E1

..

.

EJþ1

2
64

3
75; P ¼

PE1 0 0

..

. . .
. ..

.

0 0 PEJþ1

0
B@

1
CA:

From Eq. (12), we have W ¼ Aw0 � L.
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The equation is simpli¯ed according to the constraint condition minðWTPW Þ of
the PGAM algorithm,

ATPW ¼ 0: ð13Þ
The solution is w0 ¼ ðATPAÞ�1ATPL, i.e.

w0
1 ¼

X jþ1

i¼1
pEia

2
i2

X jþ1

i¼1
pEiai1Ei �

X jþ1

i¼1
pEiai1ai2

X jþ1

i¼1
pEiai2EiX jþ1

i¼1
pEia

2
i1

X jþ1

i¼1
pEia

2
i2 �

X jþ1

i¼1
pEiai1ai2

� �
2 ;

w0
2 ¼

X jþ1

i¼1
pEia

2
i1

X jþ1

i¼1
pEiai2Ei �

X jþ1

i¼1
pEiai1ai2

X jþ1

i¼1
pEiai1EiX jþ1

i¼1
pEia

2
i1

X jþ1

i¼1
pEia

2
i2 �

X jþ1

i¼1
pEiai1ai2

� �
2 :

In order to eliminate the uncertainty caused by ignoring the higher order terms

of Eq. (11), we use the iteration method to approach the true value of X0;Fx.

When jwr � wr�1j < " (" is the approaching accuracy), it is considered as the ¯nal

solution.

The distortion coe±cient can be obtained using the distortion pattern of Refs.

1 and 18.PJþ1
i¼1 PiW

2
i =�

2 obeys the �2 distribution with (J þ 1� 2) degrees of freedom.1

We use
PJþ1

i¼1 PiW
2
i =ðJ � 1Þ as the unbiased estimator of �2. Therefore, the stan-

dard uncertainty of PGAM algorithm and uncertainty of inner orientation elements

are given respectively:

u ¼
XJþ1

i¼1

PiW
2
i =ðJ � 1Þ;

uX0

uFx

� �
¼ u

ffiffiffiffiffiffiffi
d11

p
ffiffiffiffiffiffiffi
d12

p
" #

;

where d11 and d12 are diagonal elements of the matrix ðATPAÞ�1.

The PGAM °owchart is illustrated in Fig. 2 as follows

Step 1. When i ¼ 1, set the geometrical center of the CCD image plane as the

original coordinate data of M, when i 6¼ 1, adjust the coordinate data of M

according to data of group i� 1. Adjust the angle of the precision rotation stage,

record the angle data and the image position, and then con¯rm matrices X and B.

Step 2. Calculate the inner orientation elements as per Eq. (4), calculate PRS, and

then calculate �x0; �f and �PRESS as per Eqs. (7)–(9).

Step 3. Judge the inner orientation elements of matrices N and d� acquired from

Step 2, to see whether the accuracy could meet the requirement or not. If so, proceed

to Step 4; otherwise revert to Step 1.

Calibration Method for Mapping Camera Based on a Precise Grouped Approach Method
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Step 4. Adopt the PGAM algorithm to solve di®erent groups of data, acquire the

optimal estimator of the intrinsic parameters, and ¯nally complete the process.

From the process, we determine that steps 1–3 decrease the theoretical uncer-

tainty by approaching the truth value of intrinsic parameters. Step 4 decreases the

e®ect on calibration accuracy from the distribution status of the observation points

by the PGAM algorithm.

4. Experiment Results and Analysis

PGAM algorithm is veri¯ed in the laboratory. First, set the image geometrical center

as the original coordinate data of M , and achieve the ¯rst group data. In accordance

with the process set out in Fig. 2, suppose that d� < 3:5� 10�4 rad, " ¼ 1� 10�5.

The experiment setup is illustrated in Fig. 3, including a star tester, a collimator,

a precision rotation stage, and a mapping camera. The photo of the measurement

system and the image of the star point are given in Fig. 4. The focal length of

the collimator is 1600mm. The accuracy of the precision rotation stage is �� ¼ 0:5 00.

Fig. 2. Flowchart of the PGAM.
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The accuracy of the image point position is �x ¼ 0:8�m, and the number of

observation points in each group is n ¼ 30.

Processing the data in Table 1, we obtain18:

PRSPA ¼ 24:939

PE1 : PE2 : PE3 : PE4 ¼ 1 : 1:18 : 1:43 : 1:69;

��x0 ¼
1

J þ 1

XJþ1

i¼1

�x0ðiÞ ¼ 7:275;

Fig. 3. Schematics of the measurement system.

Fig. 4. Photo of the measurement system and image of the star point.

Table 1. Results of measurement adopting PGAM.

Grouped Sequence d�� 10�4 (rad) �x0ðiÞ (�m) �fðiÞ (�m)
Pn

i¼1 �
2
i (�m)

i ¼ 1 26 7.2 12.2 4.5
i ¼ 2 9.8 8.7 13.4 5.5

i ¼ 3 6.0 6.8 11.8 4.2

i ¼ 4 2.7 6.4 10.9 4.7

Calibration Method for Mapping Camera Based on a Precise Grouped Approach Method

1855019-9

In
t. 

J.
 P

at
t. 

R
ec

og
n.

 A
rt

if
. I

nt
el

l. 
20

18
.3

2.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 C

H
IN

E
SE

 A
C

A
D

E
M

Y
 O

F 
SC

IE
N

C
E

S 
@

 B
E

IJ
IN

G
 o

n 
05

/2
0/

19
. R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



��f ¼
1

J þ 1

XJþ1

i¼1

�fðiÞ ¼ 12:075;

uX0
¼ 2:12�m; uFx

¼ 4:02�m;

� ¼ ��x0 � uX0

��x0

� 100% ¼ 70:9%;

� ¼ ��f � uFx

��f

� 100% ¼ 66:7%:

The experiment results are shown in Table 1. �x0ðiÞ and �fðiÞ represent the cali-

bration accuracy of the principal point and principal distance in group i in terms of

the traditional method. � and � represent the improvement percentage of calibration

accuracy of the principal point and principal distance, after comparing the PGAM

algorithm with the exact measuring angle method.

5. Conclusions

PGAM is proposed to improve the calibration accuracy of the intrinsic parameters of

the mapping camera. It reduces the theoretical uncertainties and eliminate e®ects of

the distribution status of the observation points. Experiment results show that,

provided n ¼ 30 observation points of each group, the average percentage im-

provement in calibration accuracies of the principal point and principal distance are

70.9% and 66.7%, respectively. Therefore, the PGAM algorithm is capable of precise

calibration of inner orientation elements in the laboratory with higher accuracy.
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