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A B S T R A C T

The nonuniformity of infrared focal plane array (IRFPA) seriously affects the image quality and
the measurement accuracy of the infrared detector system. Long-wave infrared (LWIR) detector
has highly sensitivity and image unstable factors, and the nonuniformity tends to drift slowly
with the change of the environment. In this paper, we propose a new nonuniformity correction
(NUC) algorithm based on gradient sky scene. Firstly, we obtain the two-point calibration images
at two different pitch angles in the pure sky without any cloud. And then, the gain and offset
coefficients are calculated from the standard two-point NUC. Finally, the local weighted filter
based denoising algorithm is employed to eliminate a few residual isolated noise. Computational
result shows that the SNR gain of the proposed method is increased 2.50 dB compared to the
standard two-point method based on uniform blackbody. Results indicate that the proposed al-
gorithm exhibits a superior correction effect and has the advantage of low complexity which
meets the real-time requirements.

1. Introduction

Nowadays, the infrared focal plane array (IRFPA) technology has been widely applied to the thermal imaging system, infrared
search and track (IRST) systems and external intrusion warning. IRFPA detector has the features of high sensitivity and high re-
solution compared with the scanning imaging system. However, the output response of all the detector arrays could not be exactly the
same even for the uniform radiation, which is known as the response nonuniformity of IRFPA, due to the defective doping process,
material mask, and optical system error [1–4]. There are also many defects on HgCdTe which could cause the nonuniformity, such as
interstitial, Hg vacancy, etc. [5]. The nonuniformity of IRFPA can cause the fixed-pattern noise (FPN) and spatial noise which
severely decrease the image quality and the accuracy of measurement system. Recent years, both domestic and foreign scholars
launch much research on the nonuniformity correction (NUC) of IRFPA.

The commonly used NUC algorithms are mainly based on calibration and scene [6,7]. The correction factor of scene-based
method is obtained by iterating the image sequence. At present, scene-based NUC methods mainly include temporal high-pass
filtering, constant statistics, neural network method, and Kalman filtering [8–11]. However the algorithm complexity of the scene-
based method is a little high, which making it difficult to perform real-time detection, and also this method may cause different
degrees of ghosting. On the basis of principle of nonuniformity, the calibration-based method corrects each detector array to keep the
output response be consistent at the same incident radiation. Generally, calibration-based method can obtain more accurate

https://doi.org/10.1016/j.ijleo.2018.06.125
Received 8 October 2016; Received in revised form 16 April 2018; Accepted 27 June 2018

⁎ Corresponding author.
E-mail address: wangdj04@ciomp.ac.cn (D. Wang).

Optik - International Journal for Light and Electron Optics 174 (2018) 748–756

0030-4026/ © 2018 Published by Elsevier GmbH.

T

http://www.sciencedirect.com/science/journal/00304026
https://www.elsevier.com/locate/ijleo
https://doi.org/10.1016/j.ijleo.2018.06.125
https://doi.org/10.1016/j.ijleo.2018.06.125
mailto:wangdj04@ciomp.ac.cn
https://doi.org/10.1016/j.ijleo.2018.06.125
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijleo.2018.06.125&domain=pdf


correction results. Since actual projects have higher requirements for real time and robustness, calibration method is widely used in
particular the one-point and two-point NUC. But in the process of actual calibration we found that the blackbody calibration data on
the ground is not very satisfactory to correct sky scene. As the different grayscale distribution between the blackbody and the sky
scene, long-wave infrared detector (LWIR) is of poor stability and the nonuniformity tends to drift slowly. The nonuniformity noise
appears again when the to-be-corrected point is out of the temperature range of blackbody calibration. And also, in-flight calibration
usually requires additional devices (e.g., blackbody sources, electromechanical parts, etc.), which may increase the size and weight in
aerial equipments [12].

In addition, the residual isolated noise affects the image quality and image interpretation seriously. So far, the most commonly
image denoising methods include median filter, mean filter, wavelet denoising, and histogram based filters. Although these tradi-
tional filters can remove a portion of noise, they could also blur image details such as edge and texture information. Thus it is
necessary to design an adaptive filter with by which the original signal information can be reserved well after denoising.

To solve these problems, we propose a novel NUC algorithm which integrating the gradient sky scene based NUC and the 4-
direction weighted filter based denoising. The two-point calibration images are obtained by the infrared detector capturing at two
different pitch angles in the pure sky scene instead of the blackbody data which obtained at two temperatures to perform two-point
NUC. By employing the 4-direction weighted filter denoising algorithm, the residual noise will disappear further.

This paper is organized as follows. Section 2 describes the standard two-point NUC based on blackbody, and then a novel gradient
sky scene based NUC is proposed. In Section 3, we present the local weighted filter algorithm to remove the residual nonuniformity
noise. Section 4 shows the analysis and discussion about the proposed method. Finally, Section 5 offers the conclusion of the paper.

2. NUC based on gradient sky scene

2.1. Two-point NUC model

Two-point NUC is one of the basic correction methods of earlier research. Normally the response of IRFPA can be regarded as a
linear model during a short period of time [13]. In the two-point NUC algorithm, the infrared detector’s linear response model has the
following expression [14]:

= +X Φ μ Φ ν( ) ,ij ij ij (1)

where μij and νij are respectively the gain and offset coefficients of pixel i j( , ). Φ is the infrared radial flux, and X Φ( )ij is the response
value of i j( , ).

Two-point NUC employs the blackbody at two different temperatures which are above and below the operation point so as to
estimate the gain and offset coefficients of the linear model of response nonuniformity. The corrected response value by two-point
NUC can be expressed through the following equation:
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where Kij and Bij are the calibration gain and offset coefficients of the detector. X Φ( )ij L is the output value of pixel i j( , ) at a low
temperature of the blackbody, and X Φ( )ij H is the output value of pixel i j( , ) at a high temperature of the blackbody. Y Φ( )H and Y Φ( )L
are average response values of X Φ( )H and X Φ( )L respectively. For each correction pixel i j( , ), the values of Kij and Bij are fixed and
will not vary with time within certain range, which are obtained from:
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The two-point NUC algorithm has less computation and can achieve a real-time correction.

2.2. Two-point NUC based on blackbody

In the laboratory we use the focal length of 38mm, Stirling refrigeration HgCdTe ST320 IRFPA detector whose response spectral
band is 7.7–11.3 μm to obtain the blackbody calibration data, and the experimental equipment is shown in Fig. 1. The operating
temperature of the detector is 77 K. The array format is 320×256 with the pixel size of 30 μm. The noise equivalent difference
temperature (NEDT) of the FPA is 19mK, and given for a 300 K scene temperature with the integration time of 250 μs. CI blackbody is
employed to provide a stable radiant flux.

In order to obtain the reliable image resources, the IRFPA detector system to capture the scene images is also set up as presented
in Fig. 2. The LWIR detector is mounted on the FLIR motion control systems, which is connected with the PC through a RJ45 Ethernet
connector. The pan position and tilt position of the camera could be changed with E-series pan-tilt units.

By using the above equipment to capture the different sky scenes at different times, three original frames of image sequences are
obtained as shown in Fig. 3(a)–(c), which present the serious FPN. Fig. 3(a) illustrates a single frame of the uncorrected sky scene
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with a lot of cloud, and Fig. 3(b) shows a scene with sky and ground. Fig. 3(c) shows an uncorrected ground building scene. We
employ the two-point NUC method based on blackbody calibration data which obtained in the laboratory before to correct the three
original images. The NUC results are respectively shown in Fig. 3(d)–(f).

As can be seen from the above results, most fixed-pattern noise has disappeared. While the image quality is not very satisfactory,
otherwise there is a lot of impulse noise appearing in Fig. 3(d). The two-point NUC based on blackbody is only accurate within narrow
dynamic range. And the to-be-corrected point can easily reach out of the temperature scope of blackbody calibration if the correction
coefficients are not updated in time, such as Fig. 3(e), which may produce the residual FPN.

2.3. The proposed NUC algorithm based on gradient sky scene

For the IRST system, the servo-control system adopts the working mode of sweep with a fixed pitch angle. The dynamic range of
the captured images is relatively stable in a given area, and usually with the detector pitch angle growing big (the scene from the first
row to the last row), the temperature gradually decreases and the gray value of the image shows a small gradient decline. So, the gray
values of the first row and the last row may produce different values significantly. In the standard two-point NUC based on blackbody,
an appropriate choice of the temperature of the blackbody may be the average temperature of the scene [15]. However, this may
decrease the nonuniformity precision in the rows where the intensity values are far away from average value. A natural solution is
employing a “gradient blackbody” by which the temperature matches the scene row by row.

Fortunately, the pure sky scene without cloud can be regarded as the “gradient blackbody”, whose grayscale distribution is
consistent with the real to-be-corrected scene. On the basis of two-point NUC based on blackbody, we propose the gradient sky scene
based NUC. The proposed method does not require cumbersome and expensive blackbody device, and only the two-point pure sky
images below and above the to-be-corrected image are employed to obtain the gain and offset coefficients.

When capturing to-be-corrected image by the infrared detector shown in Fig. 2, the two-pointT1,T2 images are obtained at the two
different pitch angles below and above the to-be-corrected image in the pure and uniform sky scene without cloud. In order to
suppress the temporal noise, 100 frames are captured and performed weighted average at each pitch angle. Let XL and XH be theT1,T2
images corresponding to the two-point below and above the to-be-corrected image, and YL, YH are their average response values
respectively. From the above analysis, the response value of the two-point NUC based on gradient sky scene can be expressed as:

Fig. 1. Experimental equipment based on blackbody correction.

Fig. 2. Experimental equipment to capture scene images.
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Therefore, the calibration gain coefficient ′K and offset coefficient ′B can be obtained by putting T1, T2 images into the above
expression, which are expressed as:
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Fig. 4 illustrates the correction results of three different sky scenes in Fig. 3, including T1 images shown in Fig. 4(a)–(c), and T2
images shown in Fig. 4(d)–(f), and finishing with the results of preliminary two-point correction present in Fig. 4(g)–(i). Obviously
seen from the processing results of the two-point NUC based on gradient sky scene, the nonuniformity has been improved, and the
FPN disappears completely. But there are still a few residual isolated noise which may be the residual nonuniformity according to
three-dimensional image of Fig. 4(g) which is shown in Fig. 5.

In order to contrast the preliminary result of the gradient sky scene based NUC with the uniform blackbody based NUC, we
calculate the global standard deviation (STD) of the NUC result of Fig. 3(a)–(c) by the two methods. The statistical results of three
images are summarized in Table 1, and all the images are 14 bits.

3. Local weighted filter based denoising

Note that most of the nonuniformity noise in the image can be suppressed well by the above two-point NUC based on gradient sky
scene with only a few isolated noise remained. According to the prior knowledge that the gray value of the isolated noise is always
brighter than its 8-neighborhood pixels, thus we can detect out the points whose gray value are bright than their 8-neighborhood

Fig. 3. Results of NUC based on blackbody. (a)–(c) Original image of only cloud, sky and building, and only building background respectively;
(d)–(f) are results of (a)–(c) respectively after two-point NUC based on blackbody.
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pixels first. These detected points not only consist of the isolated noise, but some high-frequency edges of the cloud or building scene
may also exist.

In order to distinguish the isolated noise from the high-frequency edges of the scene, the local 4-direction weighted filter algo-
rithm is designed in the 5× 5 window centered at I i j( , ) as shown in Fig. 6. We define Lm (m=1–4) as the direction vector consisting
of four coordinates around I i j( , ) in the mth direction, which is given in (8).

= − − − − + + + +
= − − + +
= + − + − − + − +
= − − + +

L I i j I i j I i j I i j
L I i j I i j I i j I i j
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.

{ ( 2, ), ( 1, ), ( 1, ), ( 2, )}

1

2

3

4 (8)

Fig. 4. Results of two-point NUC: (a)–(c) T1 temperature image; (d)–(f) T2 temperature image; and (g)–(i) results of preliminary correction.
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Then, the sum of the differences of gray values between + +I i x j y( , ) and I i j( , ) is calculated as follows:
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∈
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where wx y, is the weighted kernel to describe the absolute difference between + +I i x j y( , ) and I i j( , ). We normally think that the
closest 4-neighborhood pixels are more likely to the center pixel, so the larger weight 5/2 are assigned to them. We let wx y, =2 to the
second closest pixels. And so on, we assign the small value 1 to the four far points whose coordinates x and y are both± 2. L1–L4 are
combined into a column vector L. The weighted kernel wx y, corresponding to elements of L are obtained as follows:
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A new variable named direction ratio (DR) is employed to distinguish the isolated noise from the high-frequency edges, which is
calculated as the maximum of di j

m
,
( ) divided by the minimum of di j

m
,
( ) shown as follows:
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When it comes to an edge pixel, there exist at least one very small di j
m

,
( ) and one very large di j

m
,
( ) because of the differences in four

directions of th scene edge. Together, they give rise to a large DR. When it comes to an isolated noise, all the four direction differences
of gray values are large and near-equal. Hence the DR of isolated noise is about 1.

Considering the different DR value, we can distinguish isolated noise from edges by setting a threshold of DR, and the choosing

Fig. 5. Three-dimensional image of Fig. 4(g).

Table 1
Comparison of the global STD by two methods.

Method Fig. 3(a) Fig. 3(b) Fig. 3(c)

Uniform blackbody 539 1884 731
Gradient sky scene 428 1672 615

Fig. 6. 4-direction filter.
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threshold is slightly larger than 1. So we have the isolated noise detector as follows: if DR is less than the threshold, it is an isolated
noise, otherwise it is an edge pixel. In order to visually display experimental results, the threshold is set to 1.5 in this paper.

After the above noise detection, most methods use median filtering in a small neighborhood to replace the noise. In this paper, we
adopt the minimum variance method to perform the noise replacement. First, we calculate the standard deviation σi j

m
,
( ) (m=1–4) of

the isolated noise I i j( , ). Then find out the minimum standard deviation of the four σi j
m

,
( ) and gray values of the four coordinates

corresponding to Lm, named I1, I2, I3 and I4. Their corresponding weighted kernels corresponding to wx y, are named w1, w2, w3, and w4,
and the sum of the four weighted kernels are calculated as:

∑=
=

w w .
i
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At last, we restore the noise pixel I i j( , ) as
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Through the above local weighted filter based denoising, we obtain the final denoising results shown in Fig. 7. The residual
isolated noise has disappeared as can be seen from the following results. Through calculation, there are totally 37 residual non-
uniformity noises be eliminated taking Fig. 7(b) as an example. In addition, the proposed algorithm could also enhance the image
details and contrast.

4. Analysis and discussion

4.1. The gain Kij and the offset Bij compared by two methods

In order to further research the difference in gray distribution between the blackbody based NUC and the proposed gradient sky
scene based NUC, we calculate the curves of gain Kij (offset Bij) via row (from low elevation to high elevation) in column 50 (j= 50)
between the above two NUC methods, taking Fig. 3(a) the cloud scene as an example. Fig. 8(a) illustrates the curve of gain Ki,50 via
the row. The gain Ki,50 fluctuates around 1 for the uniform blackbody based NUC, while for gradient sky scene based NUC, Ki,50
increases gradually from 0.6 to 1.6. Similarly, the offset Bi,50 fluctuates around 0 for uniform blackbody based NUC, while Bi,50
decreases gradually from 0.2 to -0.3 for gradient sky scene based NUC, which is shown in Fig. 8(b). Both of the gain Ki,50 and the gain
Bi,50 for gradient sky scene based NUC present evident gradient variation from low elevation to high elevation, which is different from
uniform blackbody based NUC.

4.2. Local standard deviation (STD) compared by two methods

The global STD can only be a rough evaluation index to describe the image quality when the image scene is very complex. Instead,
we are more concerned about the local STD of each pixel in the whole image which calculated in its 5× 5 pixels. The local STD can
measure the roughness between the current pixel and its neighbors. If the local STD is relatively small, it can be determined as a
better image quality, and also it demonstrates that the corresponding NUC method performs a better effect.

Also taking Fig. 3(a) as an example, the histograms of the local STD for the blackbody based and gradient sky scene based NUC are
summarized in Fig. 9(a) and (b) separately, and the red curve in each figure is the fitting result of the histogram. For the blackbody
based NUC, the histogram distributes range from 6 to 213, and the local STD corresponding to the peak of the histogram where
distributes maximum number of pixels is about 31. For the gradient sky scene based NUC, the histogram distributes range from 0 to

Fig. 7. Results of local weighted filter based denoising: (a) only cloud scene, (b) sky and building scene, and (c) only building scene.
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128, and the local STD corresponding to the peak of the histogram where distributes maximum number of pixels is near zero. If we
just view from the histogram of the local STD, the proposed method consistently outperforms the standard two-point method. The
following combination of the fitting curve, we make a concrete analysis between the proposed method and the standard two-point
method. The local STD σ1

2 corresponding to the peak of the fitting curve for the standard two-point method is 48. As for the proposed
method, the local STD σ2

2 corresponding to the peak of the fitting curve is 36, which is smaller than standard two-point method. The
signal-to-noise ratio (SNR) gain is further obtained from the following definition formula (14). Computational result shows that the

Fig. 8. (a) the curve of gain Kij via row, and (b) the curve of offset Bij via row between the blackbody based NUC and the gradient sky scene based
NUC.

Fig. 9. The histogram of the local STD for uniform blackbody based NUC (a) and the proposed method (b). (For interpretation of the references to
color in the text, the reader is referred to the web version of this article).
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SNR gain of the proposed method is increased 2.50 dB compared to standard two-point method based on blackbody. It can be
evidently seen from the above analysis that the proposed algorithm has a better performance than the standard two-point NUC based
on uniform blackbody.

=G
σ
σ

10lg .SNR
1
2

2
2 (14)

4.3. Discussion

Inevitably, the algorithm has a limitation that it may be impossible to find a scene that is uniform in each row in the extreme
weather such as the sky cover with a lot of cloud. If the nonuniform area is small, it may be most practical to replace the NUC
coefficients of the polluted sections with the near uniform area at the same pitch angle. Worse yet, if the field of view is full of the
nonuniform areas, the previous NUC coefficients may have similar performance for the infrared detector system. Maybe it is a better
approach not to update the current NUC coefficients under such extreme weather [16].

5. Conclusions

The response nonuniformity of IRFPA seriously affects the measurement accuracy and imaging quality. Moreover, nonuniformity
noise will shift with the change of working environment and time. Therefore the coefficients of NUC must be acquired in real time
and real position. In this paper, we propose a new NUC algorithm based on gradient sky scene. We get two-point images at two
different pitch angles in the pure sky. Then then gain and offset coefficients are obtained from two-point correction. The local 4-
direction weighted filter algorithm is also employed to remove a few remaining isolated noise. Some experiments have been per-
formed to test the proposed algorithm. Results verify the proposed method has a better performance than the two-point NUC based on
blackbody.
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