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Abstract  Ocean underwater exploration is a part of oceanography that investigates the physical and biological conditions for sci-
entific and commercial purposes. And video technology plays an important role and is extensively applied for underwater environ-
ment observation. Different from the conventional methods, video technology explores the underwater ecosystem continuously and 
non-invasively. However, due to the scattering and attenuation of light transport in the water, complex noise distribution and low- 
light condition cause challenges for underwater video applications including object detection and recognition. In this paper, we pro-
pose a new deep encoding-decoding convolutional architecture for underwater object recognition. It uses the deep encoding-decoding 
network for extracting the discriminative features from the noisy low-light underwater images. To create the deconvolutional layers 
for classification, we apply the deconvolution kernel with a matched feature map, instead of full connection, to solve the problem of 
dimension disaster and low accuracy. Moreover, we introduce data augmentation and transfer learning technologies to solve the 
problem of data starvation. For experiments, we investigated the public datasets with our proposed method and the state-of-the-art 
methods. The results show that our work achieves significant accuracy. This work provides new underwater technologies applied for 
ocean exploration. 
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1 Introduction 
Earlier, sonar technology was well known for under-

water object detection. However, it fails to meet the cur-
rent requirement of high-precision underwater tasks due 
to its low-resolution imaging problem. With the continual 
increase in underwater video applications, a large amount 
of high-resolution underwater videos can be obtained, 
thus leading to an innovation in the generation from 
coarse object detection to grain object recognition. Video 
technology plays an important role and is extensively 
applied for underwater environment observation. It pro-
vides a continuous and non-invasive method for investi-
gating the underwater ecosystem and life. In addition, 
underwater video technology is vital in some automatic 
discovery tasks including searching and rescuing under-
water robots. Moreover, video technology has led to the 
revolution of some conventional exploration methods and 
research fields, such as the statistics of fisheries (Cappo  
et al., 2006), submarine geology (Bonin-Font et al., 2015), 
and marine biology observation (Struthers et al., 2015). 
However, different underwater scenes have different pro- 
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perties, thus underwater technology inevitably encounters 
many great challenges, some of which are as follows. 
First, the imaging quality is mainly enslaved to the light 
scattering, absorption and color distortion of the under-
water environment. Second, the energy loss during light 
spreading weakens the light intensity. Third, suspended 
colloid and granular impurities in the water produce com-
plex noise into images. Furthermore, because of the unre-
stricted environment for such moving objects as fish, de-
termining their size and pose from the underwater video 
and image is challenging. To summarize, these difficulties 
pose new challenges for underwater video and image ap-
plications including object detection and recognition. 
Pixel to pixel networks are proposed to solve the image 
restoration and denoising problem (Mao et al., 2016). In 
the meantime, a deconvolution network is suggested for 
semantic segmentation and achieving remarkable per-
formance (Noh et al., 2015). The deconvolution operation 
can be used as a decoding procedure of the convolution 
operation. The difficulty of object recognition from the 
underwater images is the noise distribution. Based on the 
pixel-to-pixel image denoising studies, the deconvolution 
operation removes most of the noise information from the 
image. In this paper, we propose a new deep encoding- 
decoding convolution architecture for alleviating the im-
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pact of noise for recognition. Compared with the conven-
tional handcraft features including HOG and SIFT, the 
deep convolutional features provide higher robustness for 

the recognition task in the underwater environment. Fig.1 
shows the proposed deep encode-decode convolution net- 
work (ED-Net) and learning workflow.  

 

Fig.1 Proposed underwater object recognition framework. 

Our contributions are as follows: 
1) We proposed a new deep learning architecture with 

convolutional encoding and deconvolutional decoding for 
underwater object recognition and proved the effective-
ness of our model through visualizing the feature maps. 

2) We applied the deconvolution kernel with a matched 
feature map to solve the problem of dimension disaster 
and low accuracy.  

3) We used data augmentation and transfer learning to 
solve the problem of data starvation in deep learning. 

4) Our proposed network model achieved high accu-
racy in public underwater datasets. 

2 Related Work 
2.1 Object Recognition in an Underwater  

Environment 

Marine biologists apply the videos captured by under-
water monitor and robots in making the marine ecosys-
tems analysis (Pelletier et al., 2011). The research of un-
derwater vision technology promotes the development of 
underwater object recognition. Lines et al. (2001) pro-
posed underwater fish estimation method based on image 
analysis, but it only works in special underwater condi-
tions. Spampinato et al. (2008) proposed an underwater 
vision system that facilitated fish detection, recognition, 
tracking, and counting. In addition, they proposed a fish 
automatic classification algorithm (Spampinato et al., 2010) 
in their later research that assisted in marine biologist 
analysis and understanding fish behavior. Sun et al. (2018) 
introduced a deep learning method for object recognition 
in low-quality underwater videos and achieved remark-
able results. Boom et al. (2014) provided continuous un-
derwater videos for underwater object recognition, which 
is an important tool used by marine biologists for analyz-

ing the submarine ecological environment. 

2.2 Convolutional Neural Network  

Deep learning has been successfully applied in com-
puter vision. A convolutional neural network (CNN) is the 
most sutitable network among various networks. In the 
previous work, because of the limitation of datasets and 
hardware, training the model with high performance is 
challenging. The model may not be well fitted and may be 
overfitting. With the development of GPUs and the ap-
proach of big data era, the research of CNNs has garnered 
significant success, such as AlexNet (Krizhevsky et al., 
2012) and VGGnet (Simonyan and Zisserman, 2014). 
Compared to traditional artificial feature descriptors (e.g., 
LBP, SIFT, etc.), CNN extracts features directly, not in-
tervening manually (Zeiler and Fergus, 2014). We found 
that the first few layers mainly extracted the low-level 
features of objects’ side and angle by visualizing different 
layers’ feature maps. With a deeper network, the extract-
ing features of the layers are more comprehensive. There-
fore, CNNs extract richer features than conventional fea-
ture descriptors. CNNs are applied to objects detection 
(Zhang et al., 2014), object recognition (Simonyan and 
Zisserman, 2014) and natural language processing (NLP) 
(Kim, 2014), and have achieved the state-of-art perform-
ance. Because of its excellent performance in abstract 
feature extraction, we used the CNNs as the basic archi-
tecture in our study. 

3 Proposed Methods 
We proposed a novel network structure that was applied 

in underwater object recognition. Fig.2 shows the overall 
architecture. In addition, we implemented the training me- 
thod, including transfer learning and data augmentation. 
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Fig.2 Parameter configuration of ED-Net. Considering 
conv1-11-96 as an example, conv1 represents the first 
convolutional layer, 11 indicates the kernel size is 11×11, 
and 96 denotes the number of output feature maps. 

3.1 The Architecture 

In 2015, the deconvolution network was first proposed 
for image segmentation (Noh et al., 2015). First, images 
are transformed into deep features by the convolution 
layers, and then the deconvolution layers are used as de-
coders for refining the images. We try to employ such 
convolution-deconvolution network for classification. We 

used the deconvolution layers for feature fine-grain ex-
traction. 

Fig.2 shows the proposed convolution and de-convo-
lution network that has symmetrical parameters. The net-
work contains two convolution layers, two de-convolution 
layers, and pooling layers. In addition, we set the pa-
rameter of convolution layers to be the same as that of the 
AlexNet, which is easy for initializing the network by 
parameter transferring. The parameters of deconv2 are the 
same as that of conv2, and the parameters of deconv1 are 
set according to the feature map size. This network model 
continuously refined the object features by convolutional 
encoding and de-convolutional decoding. Moreover, we 
applied CNN feature descriptors fusion to classification, 
which will be shown in the following section. 

3.1.1 Convolution and feature activation 

A cascaded CNN contains many convolutional filters 
that extract richer feature representations from images. In 
addition, cascaded convolutional filters fuse an object’s 
local and global features. We applied the active operation 
following convolutional layers. To formulate: 

   Ref x LU x b  ,             (1) 

where θ represents the weight matrix of the model; x, 
input feature map; and b, bias. As shown in Fig.3(a), the 
convolution is a multi-to-one filter operation, and the con- 
volution layers cascaded assist in extracting the feature 
representation from local to global. 

 

Fig.3 (a) Multi-to-one convolution; (b) one-to-multi deconvolution. The dotted line represents padding in the computa-
tion. 

3.1.2 Pooling 

Pooling obtains new features by downsampling the fea-
ture maps. In our model, we applied pooling after the 
convolution layers, which renders higher robustness. The 
main advantages of pooling are twofold. First, it reduces 
the parameters. As the convolution and de-convolution 
networks have many parameters, computing is challeng-
ing for the hardware. With pooling operation, the pa-
rameters are reduced and over-fitting is prevented. Sec-
ond, it adds context information to a network. After con-

volution computing, the pooling layer fuses the features. 
Because of the pooling layers, the extracting features ex-
perience space invariance. 

3.1.3 Deconvolution kernel 

Deconvolution is generally applied to image denoising 
(Mao et al., 2016), image segmentation (Noh et al., 2015), 
and visualization of deep networks (Zeiler et al., 2011). 
The purpose of deconvolution to underwater object detec-
tion is that applying de-convolution refines the features 
after convolution for classifying an object. As shown in 
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Fig.2(b), deconvolution is the opposite process of convo-
lution; thus, the model reverts more feature details through 
the one-to-multi relationship. In the convolution and de-
convolution symmetry model, the input image retains the 
two-dimensional feature map after deconvolution. More-
over, the dimension of feature map is very high after de-
convolution. For example, the output of deconv1 is 227× 
227×x (x > 1), which can bring in dimension disaster and 
lower accuracy. Therefore, we proposed using the de-
convolution kernel with the matched feature map for ex-
tracting linear features. 

According to the principle of convolution and deconvo-
lution computation, we summarize the relationship of 
network propagating as follows: 

size2 ker
1w

w
input pad nel

output
stride

     
,     (2) 

size2 ker
1h

h
input pad nel

output
stride

     
,     (3) 

where inputw, inputh, outputw, and outputh

 

represent the 
width and the height of the input feature maps and those 
of the output ones, respectively. And ker nelsize is the size 
of convolution kernel, and pad, the padding we add to 
feature maps. 

In this network, we did not use the full connection 
layer to pull the high-dimensional feature maps into one- 
dimensional vectors. Instead, we reduced the feature di-
mension by convolution kernel matching the input feature 
maps. Compared to fully connection layers, the model 
maintained the context of the features to the utmost. For 
example, if the output of deconv2 in our network was 
13×13×256, the deconv1 applied the 13×13×256×m (m is 
the output feature maps’ number) deconvolutional kernel 
to de-convoluted the output of deconv2. It not only ren-
dered a linear feature and maintained context, but also 
solved the dimension disaster. The model exhibited high 
accuracy in the test stage. 

3.2 Strategies for Optimizing the Model 

Deep learning has high performance in computer vision 
because the network contains millions of parameters. 
Thus, huge training data was required for fitting our 
model. However, there is limited underwater training data. 
For parameters optimization, we proposed some methods 
to solve the data starvation problem. 

3.2.1 Transfer learning 

In the machine learning task, we assume that the train-
ing data and test data obey the same distribution. If not, 
the hypothesis function cannot accurately predict the test 
data well. However, the expired training data in most 
cases and limited label make the assumed function inef-
fective. In transfer learning, the knowledge learned in an 
environment is used to assist the learning tasks in the new 
environment (Pan and Yang, 2010; Sun et al., 2018). 
Therefore, we applied the model trained by a large dataset 
to facilitate training the model that lacked data. It is help-

ful in solving the problem of limited label. 
AlexNet is a fully trained model that can be applied to 

various vision tasks (Krizhevsky et al., 2012). We designed 
the convolution and de-convolution networks based on 
AlexNet. Moreover, we transfer the trained parameters to 
our network, that is, the part of the convolution shown in 
Fig.1. Due to parameters transfer, we trained the model 
faster and obtained higher accuracy, as shown in Table 1. 

3.2.2 Data augmentation 

For our experiments, we investigated a public dataset 
Fish4Knowledge project (Boom et al., 2014). It has 23 
classes of fishes which are labeled by the marine biologist 
manually (Boom et al., 2012). Moreover, we applied data 
augmentation for increasing the training data. For data 
augmentation, we used a horizontal mirror, crop, down-
sampling, and affine transformation, as suggested by ref-
erence (Sun et al., 2018). We mirrored the original image 
horizontally for simulating the different swim direction of 
the target. Then, we extracted the original picture on the 
left and right sides two-third for simulating the target ap-
pearing in the camera in different directions. In addition, 
the target was smaller for simulating the distance of the 
target distance from the camera by down sampling the 
image. For simulating the different gestures of the object 
more abundantly, we used the horizontal affine transfor-
mation, as shown in Eq. (4): 

sin ,
2 2

'

sin ,
2 2

w w
x x x

x
w w

x x x





        
       

,            (4) 

where w is the width of the image and x is any one pixel 
in the image. Moreover, α presents the angle of affine 
transformation. We used different angles, α = −20˚, α = 

−10˚, α = 10˚ and α = 20˚. 

3.2.3 Visualization of each layer 

To demonstrate the effect of the deep features, we 
visualized the feature maps during the test procedure, as 
shown in Fig.4. The first convolutional layer focuses on 
the texture features. The feature maps of the pooling2 
layer exhibit some discrete blocks, which indicates the 
features are much abstract than the former. In addition, 
the feature maps from deconv2 are much better and ab-
stract. The first convolutional layers tend to learn features 
that resemble edges, lines, corners and shapes. The latter 
layers are closer to the outline of the object, which is im-
portant for the classification problem. 

4 Experiments 
4.1 Evaluation on Dataset 

For verifying the effectiveness of the proposed method, 
we conducted experiments with the fish images dataset 
from the Fish4Knowledge project (Krizhevsky et al., 
2012; Lines et al., 2001). We run all experiments in a 
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Python environment, and the configuration of our hard-
ware was Inter(R) Xeno (R) CPU E5-2620 2.10 GHz, with 
NVIDIA GeForce GTX 980. We used the Caffe toolkit 
for training and testing the proposed ED-Net model. 

4.2 Evaluation on Dataset 

We applied ten-fold cross-validation for training and 
testing the proposed model. First, we divided the dataset 
into 10 copies. Then, we chose one copy as the test data-
set, while others as train dataset. We calculated the aver-
age classification accuracy after experimenting 10 times. 
Due to the severity of the imbalance among categories, 
we listed the classification accuracy of each category and 
average accuracy of all categories for comparing with 
other methods. As shown in Table 1, we applied SVM 
(ED-Net-SVM) and softmax (ED-Net-Soft) for classify-
ing an object. We compared our method with the state-of- 
the-art work DeepFish (Qin et al., 2015), UW-CNN (Sun 
et al., 2018), and our method with SVM performed best. 

The reason may be that linear SVM performs well with 
small categories. 

From Table 1, we observe that, in most cases, the results 
of DeepFish (Qin et al., 2015) and UW-CNN (Sun et al., 
2018) are much lower than those of the proposed method. 
Moreover, the proposed method achieves the best accura-
cies in nine categories. For the rest fourteen categories, the 
performance of our method is slightly lower than others. 

Another challenge is training the network efficiently. 
For this, we transferred the parameters from AlexNet. 
Table 2 lists the results of the transferring part of the pa-
rameters from AlexNet. ED-Net-C1, ED-Net-C2, ED- 
Net-C1-C2 and ED-Net-FF denote the parameters trans-
ferred for conv1, conv2, conv1-conv2 and all layers. We 
observe that transferring more knowledge as initial values 
yields better performance. For example, the accuracy on 
category Canthigaster valentine increases from 73.33% to 
98.88%. This knowledge learned from a big dataset is 
crucial for our special application. 

 

Fig.4 Visualization of feature maps for layers. 

Table 1 Accuracy of different models in the Fish4Knowledge dataset 

No. Categories ED-Net-SVM ED-Net-Soft DeepFish UW-CNN 

1 Dascyllus reticulatus 100.00% 0.00% 99.31% 99.78% 
2 Plectroglyphidodon dickii 99.44% 96.81% 97.13% 98.79% 
3 Chromis chrysura 99.54% 98.02% 98.64% 99.75% 
4 Amphiprion clarkii 98.83% 92.12% 100.0% 99.97% 
5 Chaetodon lunulatus 99.94% 99.75% 100.0% 100.0% 
6 Chaetodon trifascialis 99.95% 99.73% 92.59% 100.0% 
7 Myripristis kuntee 96.85% 86.79% 98.44% 100.0% 
8 Acanthurus nigrofuscus 99.74% 58.69% 64.52% 89.05% 
9 Hemigymnus fasciatus 91.92% 80.30% 100.0% 98.15% 
10 Neoniphon sammara 100% 97.16% 100.0% 100.0% 
11 Abudefduf vaigiensis 99.59% 95.91% 92.86% 100.0% 
12 Canthigaster valentini 98.88% 83.33% 95.24% 100.0% 
13 Pomacentrus moluccensis 99.16% 90.00% 100.0% 96.09% 
14 Zebrasoma scopas 99.41% 100.00% 84.62% 85.06% 
15 Hemigymnus melapterus 97.33% 61.33% 66.67% 100.0% 
16 Lutjanus fulvus 91.30% 65.21% 96.55% 100.0% 
17 Scolopsis bilineata 100.00% 96.87% 85.71% 100.0% 
18 Scaridae 100.00% 91.83% 100.0% 86.67% 
19 Pempheris vanicolensis 100.00% 98.07% 100.0% 100.0% 
20 Zanclus cornutus 94.73% 94.73% 66.67% 100.0% 
21 Neoglyphidodon nigroris 100.00% 92.30% 50.00% 84.62% 
22 Balistapus undulatus 63.63% 40.90% 83.33% 95.45% 
23 Siganus fuscescens 97.61% 95.23% 100.0% 100.0% 

 Avg 99.36% 95.83% 90.10% 97.10% 
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Table 2 Accuracy of different fine-tuning layers in the Fish4Knowledge dataset 

No. Categories ED-Net-C1 ED-Net-C2 ED-Net-C1-C2 ED-Net-FF 

1 Dascyllus reticulatus 0.00% 0.00% 25.00% 100.00% 
2 Plectroglyphidodon dickii 97.35% 93.95% 97.51% 99.44% 
3 Chromis chrysura 97.64% 96.84% 91.32% 99.54% 
4 Amphiprion clarkii 94.80% 94.95% 92.00% 98.83% 
5 Chaetodon lunulatus 99.64% 99.70% 99.48% 99.94% 
6 Chaetodon trifascialis 99.69% 99.91% 99.73% 99.95% 
7 Myripristis kuntee 84.90% 77.98% 77.98% 96.85% 
8 Acanthurus nigrofuscus 90.93% 72.29% 85.64% 99.74% 
9 Hemigymnus fasciatus 77.77% 83.33% 79.79% 91.92% 

10 Neoniphon sammara 91.03% 90.56% 90.09% 100% 
11 Abudefduf vaigiensis 93.06% 93.87% 91.02% 99.59% 
12 Canthigaster valentini 73.33% 76.66% 80.00% 98.88% 
13 Pomacentrus moluccensis 91.66% 97.50% 95.00% 99.16% 
14 Zebrasoma scopas 99.41% 98.83% 98.25% 99.41% 
15 Hemigymnus melapterus 57.33% 21.33% 64.00% 97.33% 
16 Lutjanus fulvus 71.73% 65.21% 69.56% 91.30% 
17 Scolopsis bilineata 97.91% 97.91% 97.39% 100.00% 
18 Scaridae 83.67% 55.10% 89.79% 100.00% 
19 Pempheris vanicolensis 90.38% 55.76% 50.00% 100.00% 
20 Zanclus cornutus 84.21% 100.00% 73.68% 94.73% 
21 Neoglyphidodon nigroris 61.53% 76.92% 100.00% 100.00% 
22 Balistapus undulatus 36.36% 54.54% 27.27% 63.63% 
23 Siganus fuscescens 92.85% 92.85% 45.23% 97.61% 
 Avg 96.67% 94.62% 95.51% 99.36% 

 

5 Conclusions 
Video technology is of great importance and is exten-

sively applied for underwater environment observation. It 
remarkably promotes the research of marine science. Dif-
ferent from the conventional methods, video technology 
explores the underwater ecosystem continuously and non- 
invasively. Complex noise and low-light condition pose 
critical challenges for underwater video applications, which 
result from serious scattering and attenuation of light trans- 
port in water. In this paper, we proposed a new deep en-
code-decode convolution network for underwater object 
detection. First, it extracted the deep discriminative fea-
tures from the noisy low-light underwater images. Second, 
we applied the deconvolutional layers to learn fine-grain 
deep features. Moreover, we used data augmentation and 
transfer learning for solving the problem of ‘data starva-
tion’. The experimental results showed that the proposed 
method achieved remarkable accuracy. To conclude, this 
work focused on contributing some new technologies to 
the research of marine science. 
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