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H I G H L I G H T S

• A double-mode surveillance system is developed to detect remote human activities.

• A new LDV structure: partial-fiber structure is used to detect remote speech.

• A speech enhancement technique is applied to improve the quality of the voice.

• A YOLO algorithm is used to discriminate human target and surroundings.
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A B S T R A C T

To address the challenges of non-cooperative and remote human activity detection, a multimodal remote audio/
video acquisition system is developed. The system mainly consists of a Pan-Tilt-Zoom (PTZ) camera and a Laser
Doppler Virbometer (LDV). The traditional all-fiber structure has residual carriers, which degrades the system
performance badly. To solve the problem, a partial-fiber LDV is developed to obtain remote audio by detecting
the vibration of the object (caused by the acoustic pressure around the target). Besides, to improve the quality of
LDV audio signals, a speech enhancement algorithm (OM-LSA) is applied to remove noises in the LDV audio
signals. The PTZ camera can provide remote visual information. We also use the YOLO algorithm to discriminate
human from the photos which are updated from the PTZ camera continuously. That is the primary application of
the YOLO algorithm. Moreover, the YOLO algorithm is used to recognize the objects around the target person by
processing the video signals acquired by PTZ camera, which can aid the LDV in finding a suitable vibration
target. In experiments, we show that the remote (50 m) speech signals and visual signals can be obtained by this
surveillance system. That means this system has the ability to detect remote human activities.

1. Introduction

Event detection systems are widely deployed for security purposes
currently. In general, almost all human activity detection systems work
mainly at the visual level only [1], but other information modalities
(such as audio) that can be easily obtained and used as complementary
information remain underexplored. A few systems have been reported
to integrate visual and acoustic sensors [2,3], but in these systems, the
acoustic sensors need to be close to the targets under supervision.
Furthermore, these types of sensors need to be fixed at pre-determined
locations. If the targets move out of the detection range, they will not
obtain any signals. Laser Doppler Vibrometer (LDV) can measure the
extremely tiny vibration of a target at a long range [4–8]. And objects
near to the audio sources can be vibrated by the acoustic pressure.

Therefore, a human’s voice signals can be acquired by capturing the
vibration of the object’s surface, which is caused by the speech of the
person close to the target. Li, Wang and et al. [9–13] have presented
their results in detecting and processing voice signals of people from
large distances using a LDV from Polytec (includes a controller OFV-
5000 with a digital velocity decode card VD-6, a sensor head OFV-505).
However, the light of the LDV is 632 nm falling in a range of visible
laser beam in their work. Because it can be perceived easily, it is not fit
for practical application. And the sensor heads are bulky and heavy
because of the inner separated structures of the commercial LDV sys-
tems (e.g., the Polytec OFV 505 system has dimension of
120mm×80mm×345mm and weight of 3.4 kg). An all-fiber LDV
system has advantages in smaller size, more lightweight design, and
more robust structure, therefore it is less prone to structural vibrations
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and more suitable for remote speech detection [14]. However, in pre-
vious studies [15,16], we found the traditional all-fiber structure has
residual carriers which damage the system performance severely.
Moreover, the signal quality acquired by the LDV is mainly determined
by the reflection and the vibration properties of the selected object’s
surface nearby the target [17]. Unfortunately, it is hard for users to
adjust the LDV manually to aim at a suitable vibration target with the
laser beam. Those shortcomings obstruct the conventional LDV applied
to the remote event detecting. To overcome the defects described
above, we do some improvements. A partial-fiber LDV is developed to
solve the residual carriers’ problem. Besides, to solve the object selec-
tion problem, we integrate a partial-fiber LDV with a pan-tilt-zoom
(PTZ) camera, which can offer visual information and aid the LDV in
finding a suitable vibration object. Consequently, both video and audio
signals are captured concurrently for remote human activity detection.

2. Remote speech collection and enhancement

2.1. Principle of the LDV

Because the LDV is a relatively new modality for the speech col-
lection, we give a short introduction of LDV system in this section.

Compared with the traditional lens arrays LDV structure, the all-
fiber structure has advantages in smaller size, more lightweight design,
more robust structure, so the all-fiber LDV is more suitable to be chosen
as a voice sensor for laser listening system.

2.1.1. Conventional all-fiber LDV
The schematic diagram of a traditional all-fiber LDV [18] is illu-

strated in Fig. 1. The LDV is composed of the optical unit and the
electrical unit. In the LDV system, a coherent laser beam is divided into
two beams by an optical fiber splitter, one part acted as the local os-
cillator (LO) beam, and the other part acted as the transmitted beam. In
order to discriminate the vibration direction of the target, the LO beam
was equipped with an acousto-optic frequency shifter (AOFS). The
transmitted beam is focused on the target after passing through a
telescope. Due to the target vibration caused by the voice energy, the
reflect beam carries a Doppler frequency shift. By received through the
telescope and coupled into the fiber circulator, the reflect beam is
mixed with the LO beam in a polarization maintaining fiber coupler to
produce a beat signal, which is converted into a voltage signal by a
photoelectric balanced detector. The intermediate frequency (IF) sig-
nals will emerge when the voltage signal passes a band-pass filter. The
LO signal, echo signal and IF signal are expressed as follows:
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where ALO, AS are the amplitude of local-oscillator beam and signal
beam respectively, ωAO is the frequency shift caused by AOFS, φ1 and
φ2 are random phases, α is the photoelectric conversion efficiency,

φ(t)= 4πS(t)/λ is the Doppler shift. S(t) is the vibration displacement,
λ is the wavelength.

The output of the balanced photodetector is an FM signal with a
center frequency fAOFS. In order to obtain acoustic signal, the demo-
dulation methods are needed. Quadrature demodulation and arctangent
phase algorithm is a classical method to demodulate the beat signal (as
shown in Fig. 2) [19], This method has been analyzed and tested in
recent years, which enable the realization of high-accuracy heterodyne
signal processing in commercial LDV. The block diagram of the de-
modulation algorithm is depicted as Fig. 2. The IF signal is divided into
two channels and mixed with two orthogonal (phase difference of 90°)
replicas of the local oscillator. The corresponding in-phase (uI) and
quadrature (uQ) demodulated signals are obtained after the low-pass
filter, as shown in formula (2).
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Moreover, based on the two orthogonal signals, the Doppler fre-
quency shift φ(t) can be calculated by using arctangent phase algorithm
(as shown in formula (3)). Besides, the ambiguity of the arctangent
function can be removed by phase unwrapping algorithm. Once the
Doppler frequency shift φ(t) is calculated, the speech signal can be re-
constructed. It can be computed by using the following expression:

= + +φ t u u mπ φ( ) arctan( ) ΔQ I (3)

2.1.2. Fiber circulator crosstalk
From the analysis for the optical structure of conventional all-fiber

LDV, we can found that the fiber circulator is used to isolate the
emergent signals from echo signals. However, lacking of the fiber cir-
culator isolation will result in some emergent signals leaking in echo
signals. Because of the existence of leakage of emergent signals, the
echo and LO signals change their expressions:
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Therefore, baseband signals uI and uQ become the following ex-
pressions:
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Assuming the phase difference φ1-φ2-φ3 is equal to 0, based on
formula 5, the Doppler frequency shift is obtained by adopting arc-
tangent phase algorithm, as the following:
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Fig. 1. Schematic diagram of the conventional all-fiber LDV.
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The crosstalk of the fiber circulator is negligible when the intensity
of the leakage of emergent signals are much less than echo signals
AE< <AS. However, when the two are of similar magnitude or the
intensity of crosstalk is greater than the echo signals, the leakage of the
fiber circulator affects the measurement accuracy of Doppler frequency
shift directly. Unfortunately, in reality, the detection range is often
more than dozens of meters. According to laser radar range equation,
the power of echo signals is weaker than the leakage of emergent sig-
nals.

2.1.3. Partial-fiber LDV
In order to isolate the emergent signals from echo signals com-

pletely, a polarization prism is applied to substitute the fiber circulator.
Fig. 3 shows the partial-fiber LDV which consists of a single-mode linear
polarization laser source, two polarization-maintaining fiber couplers,
two fiber collimators, a polarization prism, a telescope, a balanced
detector, a quarter-wave plate, a half wave plate and several polariza-
tion-maintaining fibers. Because of the polarization property of the
laser source, the emergent beams only transmit the polarization prism.
Then transmitted beam is focused on the target after passing through a
quarter-wave plate and a telescope in turn. The echo signals are col-
lected by the telescope, and they pass through a quarter-wave plate
again. Because the echo signals transmit the quarter-wave plate twice,
the polarization direction has turned 90°, and the echo signals can be
reflected by the polarization prism. In this way, the propagation paths
of emergent signals and echo signals are separated completely.

2.1.4. Performance comparison between all-fiber and partial-fiber
To verify the performance differences between all-fiber system and

partial-fiber system, an experiment is set up. As depicted in Fig. 4, a
water bottle is regarded as the target. It is forced to vibrate under the
effect of the loudspeaker box, which is driven by single-frequency si-
nusoidal tone generated by signal generator. We can control the single
tone frequency by adjusting the frequency of the signal generator (in
this experiment, the frequency is 500 Hz). The all-fiber LDV and partial-
fiber LDV transmitted the laser beam perpendicularly to the surface of
the bottle so as to gain the optimum reflected signal with maximum
information.

The experimental results are shown in Figs. 5 and 6, we can ob-
viously find that the all-fiber LDV has a strong residual carrier which
caused by the leakage of emergent signals (see Fig. 6a). This residual
carrier interferes the demodulation results significantly (see Fig. 6b and
c). However, the partial-fiber LDV has the ability to eliminate the re-
sidual carrier effectively (see Fig. 5a), and the reconstructed signal
waveform and frequency are uniform with the single tone are generated
by us (see Fig. 5b and c).

2.2. LDV audio collection and enhancement

To indicate the acquiring capability of partial-fiber LDV for the re-
mote speech, an experiment is set up. The experimental set up is similar
to Section 2.1.4. The major difference is that the excitation source is no
longer a single tone signal but a voice. Besides, to study the environ-
mental adaptability of the system, some common items including
plastic bag, mineral water bottle and computer screen are tested.

The LDV system can detect remote acoustic signals effectively, but
many noise sources disturb the LDV-measured signals, such as laser
speckle noises, environmental noises and sensor motion. The noise with
the frequency outside the normal speech frequency bandwidth can be
filtered by a pass-band filter to a certain degree. However, the noise
falling inside the voice frequency range still exists. Therefore, an OM-
LSA algorithm [20] is used to further improve the intelligibility of the
noisy voice signals.

Let x(n) and d(n) denote speech and uncorrelated additive noise,
respectively, and y(n)= x(n)+ d(n) be the LDV-measured signal. By
using the short-time Fourier transforms (STFT) and the window func-
tion, we have Y(l,k)= X(l,k)+ D(l,k), where k and l represent the fre-
quency bin index and the frame index respectively. Let the H0(l,k) and
H1(l,k) indicate speech absence and presence respectively.

=
= +

H l k D l k
H l k X l k D l k

( , ) ( , )
( , ) ( , ) ( , )

0

1 (7)

An estimator for the clean speech STFT signal X(l,k) is traditionally
obtained by applying a gain function to each time frequency bin, i.e.,
^X^X(l,k)=G(l,k)Y(l,k). The OM-LSA estimator is
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where GH1(l,k) is a conditional gain function given H1(l,k), Gmin≪1 is
a constant attenuation factor, and p(l,k) is the conditional speech pre-
sence probability. Denoting by ζ(l,k) and γ(l,k) a prior and a posteriori
SNRs, so ν(l,k) can be written as
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where q(l,k)= P(H0(l,k)) is a priori probability for speech absence.
The prior SNRs ζ(l,k) can be estimated as
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where S(l,k) represent the smoothed-version of the power spectrum of
|Y(l,k)|2, Smin(l,k) denotes the minimum value of S(l,k) within a finite
window of length D, and let Sr(l,k)= S(l,k)/(BminSmin(l,k)), where
Bmin represents the noise-estimate bias. Then, the conditional speech
presence probability p(l,k) can be written as
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where αp is the smooth coefficient, δ1 and δ0 are represented as the
upper threshold and lower threshold respectively.

2.3. Experimental results and discussion

The spectrograms and waveforms of LDV speech signals are col-
lected from three different targets, and their enhanced signal, and the
corresponding original clean speech are depicted in Fig. 7. For three
different targets, all voice clips are similar to the corresponding original
clean speech. However, the vibration of each surface has a different
vibrating characteristic and frequency response. These differences ex-
hibit a loss of meaningful high frequency contents in the spectrogram of
LDV speech. In addition, all the voice clips captured from different
target are contaminated by noise, which is distributed throughout a
frequency range of acoustic signal. These noises may be caused by the
inherent “speckle” problem on a normal “rough” surface, circuit noises
and environmental noises. Fortunately, we find that the OM-LSA al-
gorithm can eliminate noise effectively, but not completely. So, an OM-
LSA algorithm can improve the quality of the noisy voice signals ef-
fectively. (Therefore, we use the OM-LSA algorithm to improve the
quality of the noisy voice signals.) Meanwhile, we use an objective
evaluation named PESQ [21] to evaluate the performance of the LDV
and the speech enhancement by the proposed technique. This evalua-
tion method has the highest correlation with subjective evaluation re-
sults. The evaluation method PESQ can be written as

= + +PESQ a a D a Aind ind0 1 2 (13)

where Dind is the average disturbance value, Aind is the asymmetric
disturbance value and a0、a1 and a2 are coefficients.

The PESQ using LDV-captured speech collected from three different
targets and their enhancement speech are reported in Table 1.

Experiment results indicated the intelligible speech signals can be
acquired by the partial-fiber LDV, and the OM-LSA algorithm can
eliminate noise effectively. Meanwhile, we find different objects have
different vibration responses, so choosing a suitable target is critical for
LDV voice acquisition.

3. Video detection and analysis

The most important purpose of video detection is to discriminate
human from its background which is continuously updated from the
PTZ camera. Besides, we found that the signal quality acquired from the
LDV is mainly determined by the vibration properties of the selected
objects nearby the target, so the selection of vibration target for LDV
signals collection is also an important purpose for video detection. To
achieve the above objectives, a YOLO algorithm is applied to recognize
the human and objects nearby which can aid the LDV in finding a
suitable vibration target via the PTZ camera video.

3.1. YOLO algorithm

The You Only Look Once (YOLO) is a state-of-the-art, real-time
object detection system. The use of YOLO for detecting objects was first
proposed by Redmon J in 2015 [22], and it is used here to aid the LDV
in finding a suitable vibration target. YOLO is a new end-to-end de-
tection algorithm. Although YOLO also belongs to CNN (Convolutional
Neural Network), it obscures the differences among CG (Candidate
Generation), FE (Feature Extraction) and CV (Candidate Verification) in
the detecting process. This algorithm applies a single neural network to
the entire image. This network divides the image into several regions
and predicts bounding boxes and probabilities for each region. These
bounding boxes are weighted by the predicted probabilities (Fig. 8).
This model has some advantages over classifier-based systems. It looks
at the whole image at test time so its predictions are informed by the
global context in the image. It also makes predictions with a single
network evaluation unlike systems like R-CNN, which require thou-
sands for a single image. This makes it extremely fast, more than
1000× faster than R-CNN and 100× faster than Fast R-CNN. The
standard YOLO can detect 45 pictures per second and the fast YOLO
detection speed reaches 155 pictures per second [23,24].

3.2. Video detection experiment

In order to verify the ability of the YOLO to recognize human targets
and objects nearby visually, an experiment is set up. The first step is to
build the training dataset. The dataset in this paper is self-made dataset
and the main source of dataset is pictures available on the internet.
These images contain people and some common and easy-to-vibrate
objects, such as glass cups, bags and so on, which will help to improve
the accuracy and real-time performance of the system during the
training phase. To increase the amount of data in the training set and
improve the generalization ability of the model, this paper mainly uses
left and right flip to enhance the data. Then, according to the self-made
dataset, we used the model pre-trained on the ImageNet 1000-class
competition dataset from YOLOv2 to train our detection networks. The
pre-trained model could reduce the training time obviously. Next, we
conduct several sets of tests to observe the performance. The system
need fit for most daily scenes, so we took dozens of videos as a test set,
which contain various people’s actions in different life scenes. Taking
the angle factors into the consideration, those videos include images
from different angles. In addition, we randomly search the life scenes
videos and photos from the network for testing and observe its per-
formance.

The precision rate, recall rate and processing time are shown in
Table 2. Experiment results indicated the YOLO algorithm has ability to
detect human and objects nearby in real time. Run time and recognition
rate (especially the human) both meet the actual needs. Besides, the
recognition rate of objects near people meets the requirements basi-
cally.
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4. Integrated human activity detection system based on LDV and
PTZ camera

Since the partial-fiber LDV has the ability to detect remote voice
effectively, and the PTZ camera can capture video. Therefore we design

a multimodal remote human activity detection system integrating the
LDV together with PTZ camera. At the same time, we set up an ex-
periment to verify the idea and achieved satisfactory results.
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Fig. 7. Speech waveforms and spectrograms.
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4.1. System composition and experiment process

The principle block diagram and photos of the multimodal remote
human activity detection system are shown in Fig. 9. This system is
composed of partial-fiber LDV on a theodolite, a PTZ camera and a
personal computer.

The use of the PTZ camera is to acquire visual information of targets
at a large distance, obtaining the suitable image resolution of the tar-
gets with its zoom capability while keeping those targets inside the field
of view (FOV) using its pan/tilt capability. The targets include both the
human and surrounding objects here. The theodolite is used to control
orientations of the LDV.

This system has a pan range from−130°to 130°and a tilt range from
−60°to 70°. The rotation resolution is 12.36″.

The system implementation flowchart is shown in Fig. 10. The first
step of system is to discriminate human targets from its background
which is continuously updated from the PTZ camera by YOLO algo-
rithm. When a possible human target is found, the PTZ first locks on to
the human subject and zooms in to obtain a clear image of the subject.
The ideal image should include both the human target and certain
portion of its background. Meanwhile, the YOLO is used to recognize
objects near human target, which can aid the LDV in finding a suitable
vibration target. Then, the system controls the LDV laser beam to point
onto the suitable vibration target in order to capture voice signals. Fi-
nally, the enhancement algorithm (in this paper, we use the OM-LSA
algorithm) is used to improve the voice signals (If SNR of original voice
signals is high enough, there is no need to use the enhancement algo-
rithm of course). If the target moves, the PTZ camera will track the
target and aid the LDV to re-select a suitable vibration object (using the
YOLO algorithm to recognize the object). In addition, it is important to
note that the orientations of the LDV and PTZ camera are controlled
separately. The orientation of the LDV is controlled by the theodolite,
and the orientation of the PTZ camera is controlled by its pan/tilt.

4.2. Experimental results and analysis

Some preliminary experimental results on remote video tracking
and audio acquisition have been obtained in our lab (the distance is
about 50m). The lab was thought as a “non-cooperative” environment
since all objects are placed there naturally (Fig. 11a). When a person

was detected in the scene, the system locked on and the camera zoomed
in to get a clear image, with both the person and some surrounding
objects (Fig. 11b). The objects in the image were recognized in order to
find the best vibration target nearby the human (Fig. 11c). Finally, the
system controlled the LDV to point at the suitable vibration object
(Fig. 11d, paper bag), and audio signals were acquired and enhanced.
When the human target moved to another position, the system traced
the target and obtained the image (Fig. 11e). Then, the captured image
was analyzed to find a suitable vibration object (Fig. 11f) again. Finally,
the LDV laser beam was redirected to the suitable vibration object
(Fig. 11g, TV screen), and the audio signals were acquired and en-
hanced again.

Throughout the experiment, the speed of the yolo recognition

Table 1
The PESQ using LDV-measured speech collected from three different targets
and enhancement speech.

Vibration target LDV-captured speech Enhancement speech

PESQ(AVG) PESQ(AVG)
Plastic bag 2.9213 3.5972
Mineral water bottle 2.1420 3.0831
Computer screen 1.8142 2.7029

Fig. 8. The YOLO algorithm (this picture is from [24]).

Table 2
The precision rate, recall rate and processing time.

Human Objects around people

Precision 99.89% 89.17%
Recall 96.49% 92.15%
Times(s) 0.0133 0.0133

PCLDV PTZ
camera

T
T1

Camera

LDV

Theodolite

Camera

LDV

Theodolite

a

b
Theodolite

Fig. 9. (a) Schematic setup of the event detection system. (b) The prototype of
the event detection system.
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algorithm is 77 frames per second, and the target recognition rate of the
human body is close to 100%. Besides, the objects around the human
body can be well recognized (as shown in Fig. 11). The results show
that the system can accurately identify targets and surrounding objects
in real time.

To evaluate the quality of the audio captured by the double-mode
surveillance system, the objective evaluations are implemented. The
objective evaluation includes two criteria, which are named spectro-
gram/waveform comparison and PESQ respectively.

Fig. 12 shows the spectrograms and waveforms of LDV speech sig-
nals (the vibration object is a bag, Fig. 12a), and corresponding clean
signals (Fig. 12b) captured by a cell phone at the same time. Fig. 13
shows the spectrograms and waveforms of LDV speech signals (the vi-
bration object is a TV screen, Fig. 13a), and corresponding clean signals
(Fig. 13b) captured by a cell phone at the same time.

It can be seen from the spectrograms and waveforms that the LDVFig. 10. The system implementation flowchart.

a b

c d

e f

g

Laser spot

Laser spot

Fig. 11. Experiment results of remote A/V. (a) The lab image. (b) Finding a target in the lab. (c) Recognizing the objects and finding a suitable vibration target. (d)
Steering LDV to the suitable vibration object (paper bag). (e) tracking the target, when the target moves. (f) Recognizing the objects and finding a suitable vibration
target again. (g) Steering LDV to the new suitable vibration object (TV screen).
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speech signals (Figs. 12a and 13a) are close to the clean signals
(Figs. 12b and 13b). Besides, we used PESQ to evaluate the performance
of the system. In scenario 1 (Fig. 11c), the PESQ of the LDV speech
signals is 3.3516, and the PESQ of the LDV speech signals is 2.7429 in
scenario 2 (Fig. 11f). Those results suggest that the system has the
ability to detect remote audio signals.

In short, the entire experiment results prove that the system can
detect remote audio and visual signals effectively.

5. Conclusion

In conclusion, a double-mode surveillance system is developed to
detect remote human activities (combines visual information with
audio information) using a partial-fiber LDV and a PTZ camera. The
PTZ camera is used to capture video signals remotely. According to the
visual information collected by PTZ camera, a YOLO algorithm is ap-
plied to discriminate human target. The partial-fiber LDV is applied to
obtain the corresponding audio signals remotely by detecting the vi-
bration of the object nearby audio sources. However, the quality of the
voice acquired from the LDV is mainly determined by reflection and
vibration properties of the selected vibration objects. Faced with this,
the YOLO algorithm is also applied to recognize the objects around the
target human to assist the LDV in finding a suitable vibration target.
Furthermore, the detected speech signals may be corrupted by many
noise sources, such as laser photon noises, target movements, and
background acoustic noises (wind, engine sound, etc.). Therefore, the
OM-LSA speech enhancement algorithm is used to remove noises in the
LDV audio. Experiment results indicated that the intelligible speech
signals and visual signals can be obtained by the double-mode sur-
veillance system at a relative large distance (50m). In this experiment,

the mean PESQ score of the LDV measured audio is about 3.0473. On
the basis of the PTZ video, the YOLO algorithm can identify the human
target and the objects around the human quickly and correctly (the
speed of the yolo recognition algorithm is 77 frames per second, and the
target recognition rate of the human body is close to 100%). This
system can be used in various applications such as disaster relief and
remote area surveillance. In the future, we are also interested in human
recognition using Face Recognition and Speaker Recognition technol-
ogies based on the collected data (video and speech).

This work is supported by the National Natural Science Foundation
of China under Grant No. 61205143.
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