
Measurement Science and Technology

PAPER

Image-type displacement measurement resolution
improvement without magnification imaging
To cite this article: Hai Yu 2022 Meas. Sci. Technol. 33 015103

 

View the article online for updates and enhancements.

You may also like
Bounds on Velocity-dependent Dark
Matter–Proton Scattering from Milky Way
Satellite Abundance
Karime Maamari, Vera Gluscevic,
Kimberly K. Boddy et al.

-

On the reproducibility of spatiotemporal
traffic dynamics with microscopic traffic
models
Florian Knorr and Michael Schreckenberg

-

Searches for dark matter via charged
Higgs pair production in the Inert Doublet
Model at a  collider
Guo-He Yang,  , Mao Song et al.

-

This content was downloaded from IP address 159.226.165.244 on 01/03/2022 at 03:06

https://doi.org/10.1088/1361-6501/ac2feb
https://iopscience.iop.org/article/10.3847/2041-8213/abd807
https://iopscience.iop.org/article/10.3847/2041-8213/abd807
https://iopscience.iop.org/article/10.3847/2041-8213/abd807
https://iopscience.iop.org/article/10.1088/1742-5468/2012/10/P10018
https://iopscience.iop.org/article/10.1088/1742-5468/2012/10/P10018
https://iopscience.iop.org/article/10.1088/1742-5468/2012/10/P10018
https://iopscience.iop.org/article/10.1088/1674-1137/ac1577
https://iopscience.iop.org/article/10.1088/1674-1137/ac1577
https://iopscience.iop.org/article/10.1088/1674-1137/ac1577
https://iopscience.iop.org/article/10.1088/1674-1137/ac1577
https://iopscience.iop.org/article/10.1088/1674-1137/ac1577
https://iopscience.iop.org/article/10.1088/1674-1137/ac1577
https://googleads.g.doubleclick.net/pcs/click?xai=AKAOjsuxwL7XJOqVqcabZ3uT1poZiAsLeyEj9n05ITVIGeteYDMXYlrWlYZOboyM6XCyN_a2xCusIT63pAf6K4sGvFgv6IDfYOgMLZ2opeUYOvubT_L6OobM70_esAgt3n4opiOtY_ipwBNZorxEIfCKcEuvZmh1sckV_IW00JmYG7JrDdRsZj_Ho8fDnFQknOCWMuqVj9PLTIrwrAWAZxtLrGnnJD-qbskmNoz4rbl36Pdc_SynfBYUswir3nug1ylnLfkVFoKw26iGyZwREemB24xWtIJKRtOPKpY&sig=Cg0ArKJSzGVwDnsCZfLN&fbs_aeid=[gw_fbsaeid]&adurl=https://ecs.confex.com/ecs/242/cfp.cgi%3Futm_source%3DIOP%26utm_medium%3DBanner%26utm_campaign%3D242Abstract%26utm_id%3D242Abstract


Measurement Science and Technology

Meas. Sci. Technol. 33 (2022) 015103 (7pp) https://doi.org/10.1088/1361-6501/ac2feb

Image-type displacement measurement
resolution improvement without
magnification imaging

Hai Yu

Changchun Institute of Optics, Fine Mechanics and Physics, Chinese Academy of Sciences, Changchun
130033, People’s Republic of China

E-mail: yuhai@ciomp.ac.cn

Received 10 June 2021, revised 3 October 2021
Accepted for publication 14 October 2021
Published 27 October 2021

Abstract
The imaging-type displacement measurement (IDM) technique is better-suited to
high-resolution measurement than the traditional moiré fringe technique. In Angular
displacement measurement, IDM generally requires lens-magnified imaging processes to reach
the proper resolution, which depends on overly large imaging lenses and highly complex,
generally unreliable equipment, making the technique not conducive to industrial application.
The resolution of an IDM device was improved in this study without the use of an imaging lens.
The lensless imaging principle was established, then a new algorithm based on multi-line fusion
and denoising was developed to improve the displacement subdivision resolution. The proposed
algorithm was verified by both simulation and experimentation. The simulation shows that the
proposed algorithm effectively reduces positioning operation noise. In the experiment, an
angular measurement resolution of 0.039′′ (25-bit) was achieved on a 70 mm diameter circular
grating. The proposed method lays a foundation for further high-resolution displacement
measurement techniques.

Keywords: displacement measurement, high resolution, lensless imaging, denoising algorithm

(Some figures may appear in color only in the online journal)

1. Introduction

Digital displacement measurement techniques are mainly pho-
toelectric [1, 2], magnetic [3], or capacitive [4, 5]. Among
them, photoelectric displacement technology allows for large-
range absolute measurement and has strong anti-interference
performance. Advanced image processing technology allows
for effective digital imaging processes with image detectors
equipped to measure angle displacement. Imaging-type dis-
placement measurement (A-IDM) technology serves a novel
photoelectric measurement technique wherein the traditional
moiré fringe signal is replaced with pixel array information,
which makes it easier to achieve high-resolution displacement
measurement.

There have been many previous studies on IDM techno-
logy. Leviton and Frey [6], for example, used an area array

image sensor to receive a grating pattern with reference line
and binary code elements in 2003, realizing measurement res-
olution of 0.01 µm and accuracy of 0.2 µm. Sugiyam et al [7]
studied used an area array sensor for absolute displacement
measurement technology to realize 14-bit angular resolution
on a 30 mm diameter circular grating based on code recogni-
tion. In 2010, Tresanchez et al [8] proposed a image sensor
inside an optical mouse to obtain image information, with a
microprocessor to calculate and realize angle measurement
cost-effectively and at low resolution. Das et al [9] proposed a
displacement measurement method based on the gray gradient
pattern in a 2013 study which achieved a resolution of 1 mm.
Baji et al [10] proposed a displacement measurement method
based on color recognition to reach a linear error of 1◦ using
a code disc coated with uniform color. Kim et al [11] real-
ized 13-bit coding recognition on a 41.72mm diameter grating
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Figure 1. Optical path of imaging-type measurement.

with the phase-shifting coding mode in a micro image detec-
tion system; the angle measurement accuracy was 0.044′′. Mu
et al [12] used a CMOS image sensor to recognize single
code channel coding and 20-bit coding recognition. Existing
measurement methods based on color recognition can achieve
absolute measurement, but the measurement resolution is lim-
ited. The lack of subdivision algorithm leaves room for fur-
ther improvement to the resolution of devices based on coding
recognition.

Xu et al [13] proposed a method of superposing image
arrays to form virtual moiré fringes in a 2010 study, reaching
a resolution of 0.1 µm and measurement accuracy of 0.4 µm.
Fu and Zhang [14] constructed a time grating double coordin-
ate system based on CCD pixels for measurement accuracy of
±2 µm. Lashmanov et al [15] used a camera to collect and
measure a scale ruler with scale lines for measurement accur-
acy of 1.65 µm. Liu et al [16] measured displacement based
on gray value calculation to reach measurement accuracy of
4 µm by using an imaging lens. The magnifying imaging lens
readily achieves high-resolution imaging, but it increases the
volume of the device and is easily affected by vibration and
virtual focus problems. The measurement accuracy of these
devices is not sufficient; there is still demand for new, high-
precision displacement measurement algorithms.

Existing imaging-type measurement technologies require
magnified imaging to achieve high resolution. Previously
established image displacement measurement techniques
mainly include optical paths based on imaging lenses or lens-
less imaging, as shown in figure 1.

The optical path based on the imaging lens is shown in
figure 1(a). The imaging lens enlarges the pattern on the
grating code disk, then is collected by the image sensor to
complete the displacementmeasurement.Magnifying imaging
does provide high-resolution measurement but the volume of
the device is excessively large and the optical path is overly
complex.

The optical path with lensless imaging is shown in
figure 1(b). The image sensor in this device is placed close
to the grating. A parallel light source irradiates the grating
encoder, then the pattern on the grating is mapped to the image
sensor. This method can be applied in smaller, more reliable
devices than lens-based imaging, but its measurement resolu-
tion needs improvement.

In a previous study, we used lensless imaging to achieve
resolution of 0.62′′ and accuracy of 12.93′′ on a 38 mm

diameter code disk [17]. In order to further improve the resol-
ution, we developed a super-resolution algorithm using pixel
differences to achieve resolution of 0.15′′ on a 38 mm dia-
meter code disk [18]. It is possible—and indeed necessary, to
secure effective devices based on this technology—to further
improve the measurement resolution.

First, as discussed in detail below, we established an loc-
ation algorithm based on multi-line fusion. We then built an
n-order denoising algorithm based on the multiple acquisition
method and the mean value. Finally, we applied the algorithm
to a circular grating with a diameter of 70 mm to achieve a
stable output of 25-bit measurement resolution.

The rest of this paper is organized as follows. Section 2
describes the image displacement measurement principle.
Section 3 presents the proposed location and denoising
algorithm. Section 4 reports our simulation results and
section 5 gives our experimental results. Section 6 provides
a brief summary and conclusion.

2. Principle of image displacement measurement
technology

2.1. Measurement principle

The A-IDM technology discussed here includes a linear image
sensor that collects marking lines on the circular grating fol-
lowed by absolute displacement measurement. When no ima-
ging lens is used, the image sensor must be placed near to the
grating to realize projection imaging. The measurement prin-
ciple is shown in figure 2.

As shown in figure 2, the light emitted by the parallel light
source irradiates the calibration grating and projects onto the
image sensor. We set the distance between the image sensor
and the grating as z ⩽ 1 mm to improve the imaging quality.
The sensor collected the image of grating is called the image
detection area (IDA).

To realize absolute coding, the width of the lines in the IDA
were divided into ‘wide’ and ‘narrow’ categories with cod-
ing values of ‘1’ and ‘0’, respectively. The encoding values
represented by all lines in the circle will be encoded in the
m-sequence pseudo-random encoding mode. By arranging the
positions of wide and narrow lines reasonably, we could real-
ize a maximum of 2N codes in the circle. Absolute decoding
can then be realized by identifying the marking lines.

2.2. Code recognition

When we recognized and decoded the encoded lines on the
grating, we only needed to judge the ‘width’ and ‘narrowness’
of each line in IDA to obtain the encoded value. The decoding
value of the current position can be obtained by looking it up
in the decoding table. The code recognition principle is shown
in figure 3.

According to figure 3, when the number of coded lines
is m = 9-bit, the image collected by the image sensor con-
tains nine coded lines, at least. The recognized coding group
in figure 3 is {0, 1, 0, 0, 1, 1, 1, 1, 1}. We can get the decoding
value D according to the decoding lookup table.
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Figure 2. Grating projection measurement method.

Figure 3. Coding recognition principle.

Figure 4. Displacement subdivision area (DSA).

2.3. Subdivision algorithm

The displacement subdivision area (DSA) in the IDAwas sub-
divided as per the calculation principle shown in figure 4.

As shown in figure 4, point C is the midpoint of the image
collected by the linear image sensor (this point is preset). We
set the angle between the two coding lines on both sides of
point C to η = 2π/2N. The image sensor and two coding lines
intersect at point A and point B. When the η angle is small,
the ratio between θ and η is approximately equal to the ratio
between CB to AB. The subdivision algorithm is:

S=
θ

η
· 2m ≈ CB

AB
· 2m (1)

where 2m is the quantized value of the η angle. A larger 2m

results in a higher resolution.
In summary, after Code recognition and Subdivision oper-

ation, A-IDM measurement results can be expressed as:

O= D · 2m+ S (2)

where, O is the final measured value, D is decoding value is
section 2.2.

In addition, equation (1) also shows that because the subdi-
vision algorithm is a ratio, the key to improving resolution is
to improve the positioning accuracy of point A and point B.

3. Location and denoising of coding lines

3.1. Multi-line fusion algorithm

According to the subdivision algorithm (equation (1)), it is
necessary to improve the resolution of positioning points to
improve the A-IDM resolution. We developed a multi-line
fusion algorithm to remove the noise from a single image and
improve the coded line positioning accuracy. When 29 coding
lines are included in the circle of the grating code disk, the
image collected by the image sensor is as shown in figure 5.

As shown in figure 5, the DSA is composed of two lines
a4 and a5 on either side of the image center. According to the
subdivision algorithm (equation (1)), as mentioned above, the
key to subdivision is to accurately locate the intersection points
A and B.

The collected image contains noise which affects the pos-
itioning accuracy. The traditional approach involves directly
using the centroid algorithm to locate the a4 and a5 marking
lines. However, due to the small range of a4 and a5 in the
image, noise has a significant impact on the positioning accur-
acy. To remedy this, we propose a location algorithm based on
the multi-line fusion algorithm.

We first used the square weighted centroid algorithm to cal-
culate the centroids xa1 ∼ xa8 of a1 ∼ a8:

xa =

∑
x∈P

x · p ′(x)2∑
x∈P

p ′(x)2
(3)

where xa is the location of each line, p′(x) is the gray value after
the super-resolution operation, and P is the range of each line.
The range of P can be determined by threshold comparison.

Next, we summed and took the mean value for the lines
with a4 and a5 as symmetrical. The lines with xa4 as the center
symmetry are {xa3, xa5}, {xa2, xa6}, {xa1, xa7} in this case and
the lines with xa5 as the center symmetry are {xa4, xa6}, {xa3,
xa7}, {xa2, xa8}. After fusion, the positions of A and B are:

A=
(xa3 + xa5)+ (xa2 + xa6)+ (xa1 + xa7)+ xa4

7
(4)

B=
(xa4 + xa6)+ (xa3 + xa7)+ (xa2 + xa8)+ xa5

7
(5)

where xa1 ∼ xa8 are the centroids of a1 ∼ a8, respectively. For
subdivision calculation of the displacement, the fused location
points are introduced into equation (1) to obtain the subdivi-
sion value. The mean algorithm effectively reduces the noise
interference in the image during the fusion process.

3.2. Denoising algorithm

The acquired image contains some noise, which will affect the
measurement resolution. Because the noise of the sampling

3



Meas. Sci. Technol. 33 (2022) 015103 H Yu

Figure 5. Subdivision algorithm schematic.

results at different time points is randomly distributed, point
A in the DSA can be set to be A(i) in the ith location. During
each measurement iteration, the current positioning value is
recorded as A(i). AA(i − n) ∼ AA(i − 1) is the value after the
denoising operation. If i = 1 initially, then AA(1n) = A(1),
AA(1n + 1) = A(1),…, AA(0) = A(1), while n is the preset
positive integer. The denoising algorithm can be expressed as:

AA(i) =
A(i)+AA(i− 1)+ . . .+AA(i− n)

n+ 1
(6)

where AA(i) is the value after the denoising operation.
Equation (6) is an n-order denoising algorithm which can
effectively suppress noise in the acquisition circuit because it
takes a mean value. Equation (6) can also be used to denoise
point B in the DSA and to obtain the value BB(i) of point B(i).
After denoising, the subdivision operation can be conducted
according to equation (1): S = η(BB − C)/(BB − AA).

We made n = 5 to realize a 5th order denoising algorithm.
Equation (6) affected the measurement frequency response
at this point. Due to high-speed movement, the resolution
requirement was low in our case; the measurement resolution
requirement is strict at lower speeds. To satisfy the dynamic
measurement requirements and improve the measurement fre-
quency response, we only added the denoising algorithmwhen
the image sensor moved at a low speed so as to ensure the
proper high-speed measurement frequency response.

According to a previous study [14], when using the super-
resolution interpolation algorithm, 23-bit resolution can be
achieved on a 38mm diameter grating; this can be converted to
a resolution of (38 mm× 3.14)/223 ≈ 0.015 µm. In the denois-
ing operation, we judged the difference between themeasuring
output O(i) and O(i − 1). That is, ∆O = |O(i) − O(i − 1)|. If
∆O < 2× 0.015 µm, the operation in equation (6) was added;
if∆O⩾ 2× 0.015 µm, it was not added. The resolution could
be further improved in this way without affecting the measure-
ment frequency response.

4. Simulation

We tested the performance of the proposed localization and
denoising algorithm by operating a simulated image sensor in
MATLAB software. We set 1000 images in total with resolu-
tion of 1 × 512 pixels; the gray value of translucent position

Figure 6. Test after adding random noise.

was set to 1000 and the light-proof part as 0. The pixel number
and gray value were preset as there is no fixed standard.

According to previous studies, we added random noise with
2% of the maximum gray value (1000 × 2% = 20) to the
image. The result is shown in figure 6(a).

4
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Figure 7. Experimental device.

We conducted locating and de-noising operations using
the a5 line in this simulation. The fluctuation curve of the
positioning curve based on the gray value square weighted
centroid algorithm is shown in figure 6(b), where the mean
square deviation of the fluctuation is 0.0247 pixels. The
wave curve of positioning after adding the multi-line fusion
algorithm is shown in figure 6(c), where the mean square
deviation is 0.0118 pixels. The fluctuation curve of the pos-
itioning after adding the five-order denoising algorithm is
shown in figure 6(d), where the mean square deviation is
0.0028 pixels.

As shown, the noise of the positioning value was effect-
ively suppressed when the multi-line fusion algorithm and
five-order denoising algorithm were added simultaneously.

5. Experiments

We designed an experimental device (figure 7) to further test
the performance of the proposed algorithm.

The height of the experimental device is 40 mm and the
outer diameter is 80 mm. The diameter of the grating code disk
is 70 mm and there are 29 = 512 coding lines in the circumfer-
ence of the grating. The resolution of the linear image sensor
is 1 × 512 pixels and the pixel interval∆x = 7.9375 µm.

5.1. Positioning experiment

We fixed the principal axis of the device so that the grating
encoder and linear image sensor were relatively stationary dur-
ing the experiment. The a5 line in the collected image was loc-
ated, then the location results were collected 1000 times con-
tinuously. The results are shown in figure 8.

The positioning calculation result with mean square
deviation of 0.0018 pixels is shown in figure 8(b). The
pixel interval after the super-resolution algorithm was
∆x = 7.9375 µm, so the displacement caused by fluctuation
was 0.0018·∆x = 0.014 µm. This value is consistent with the
23-bit resolution achieved on a 38 mm diameter grating in a
previous study [10].

After adding the multi-line fusion algorithm, the calculated
positioning valuewas as shown in figure 8(c). Themean square
deviation of the fluctuation is 0.000 11 pixels. In effect, the
multi-line fusion algorithm can successfully suppress noise.

The results of multi-scale fusion after operating the five-
order denoising algorithm are shown in figure 8(d), where the

Figure 8. Numerical curve of marking positioning.

standard deviation is 0.0006 pixels. The noise of the location
value was significantly reduced in this case and the stability
was improved when the multi-line fusion algorithm and the

5



Meas. Sci. Technol. 33 (2022) 015103 H Yu

Figure 9. Resolution test.

five-order denoising algorithm were used at the same time
versus applying them separately.

We multiplied the mean square deviation in figure 8(d)
by the pixel interval as 0.0006·∆x = 0.0047 µm. The
circumference of the grating code disc with a diameter
of 70 mm is 70 × 3.14 = 219.8 mm. When there is
a noise fluctuation of 0.0047 µm, within the circumfer-
ence of the grating code disc, at least the measurement

Figure 10. Resolution test.

resolution of 70 × 3.14/225 = 0.0065 µm can be guaranteed
(0.0065µm>0.0047µm). In other words, 25-bit measurement
resolution can be achieved.

By this, we set 2m = 216 in equation (1). Because there are
2N = 29 lines in the circumference of the grating code disk, the
measurement resolution is 360◦/29+16. That is, 25 bit measure-
ment resolution.

5.2. Resolution stability experiment

‘Resolution stability’ refers to the fluctuation of the output dis-
placement measurement value when the spindle of the angular
displacement measuring device is fixed. We imposed 2m = 216

in the subdivision algorithm. The grating circle we used con-
tains 2N = 29 lines, so we synthesized a measurement resolu-
tion of 25-bit. The output values (1000 iterations) based on the
rotating axis of the experimental result are shown in figure 9.
Due to the high 25-bit resolution, the spindle was weak in
this test. We were able to judge whether the measurement was
effective by observing the binary carry of the output values.

When the denoising algorithm was not added, the fluctu-
ation of the output value was as shown in figure 9(a). The out-
put values were not carried one-by-one in this case. The jump-
ing range exceeded one resolution occasionally, even reach-
ing six resolutions. This suggests that the output values con-
tained error, so the resolution of 25-bit could not be achieved.
The fluctuation curve of the output values after adding the
denoising and positioning algorithm is shown in figure 9(b).
The output value carried one resolution every time with no
skip or error codes. Thus, a resolution of 25-bit was effectively
achieved.

We next rotated the axis slowly and collected the angle
values of 1000 output times, as shown in figure 10. As the
output data increased from 4628 722 to 5556 481, the output
value was carried forward without any error codes. Therefore,
the 25-bit resolution achieved by the device was correct when
rotating throughout the entire test.

Compared with the 23-bit resolution achieved by previous
researchers [18], the 25-bit resolution we achieved using the
proposed algorithm represents a significant improvement.
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6. Conclusion

This paper proposed a measurement method based on multi-
line fusion and an n-order denoising algorithm.We established
an location algorithm based on multi-line fusion, then built an
n-order denoising algorithm based on the multiple acquisition
and mean value. We conducted simulation and experimental
analyses to validate the proposed method.

Our simulation results show that the proposed algorithm
effectively reduces the noise from image acquisition and
improves the positioning stability. In an experimental device,
we achieved measurement resolution of 0.039′′ (25-bit) on
a 70 mm grating. Compared with our previous work (23-
bit resolution on 38 mm diameter grating), the algorithm we
developed in this study significantly improves the measure-
ment resolution.

When applying the multi-line fusion and n-order descend-
ing algorithm together, increasing the order of n reduces fluc-
tuations in the positioning value during measurement, which
effectively improves the measurement resolution. A larger n
value creates a more obvious denoising effect, but also drives
down the response speed of the displacement measurement
process. The order of n needs to be selected carefully during
any practical application of the proposed method.

The performance of A-IDM techniques can be significantly
improved by enhancing the resolution. The method proposed
in this paper lays a foundation for further research on high-
resolution A-IDM technology.
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