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ABSTRACT Monocular depth estimation is an undirected problem, so constructing a network to predict
better image depth information is an important research topic. This paper proposes a mixed-scale Unet
network (MAPUnet) with a dense atrous pyramid based on the coder-decoder structure widely used in
computer vision. We innovatively introduce the Unet++ structure of the image segmentation network for
depth estimation. We reset the number of convolutional layers of the network under the framework of the
Unet++ network and innovatively connect the decoders densely. Moreover, by choosing the appropriate size
of the atrous radius, we form a dense atrous pyramid based on different feature layers to better connect the
features in the deep and shallow layers of the network. To verify the effectiveness of the proposed algorithm,
we test the network on the KITTI dataset and the NYU Depth V2 dataset. We compare the network with
the current state-of-the-art methods. The proposed method has higher accuracy and has steadily improved
relative to the threshold of accuracy and root-mean-square error. We also conduct ablation studies, studies
targeting the effectiveness of the network framework, and discussions on the convergence time and parameter
complexity of the network. We will open-source the code at https://github.com/yang-yi-fan/MAPUnet.

INDEX TERMS Atrous convolution, dense connection, local and global, multi-scale, pyramid, Unet.

I. INTRODUCTION
The depth prediction method uses image data from a single
viewpoint to directly predict the depth value corresponding to
each pixel in the image [1]. Depth prediction can be applied
to several fields, including robot navigation, autonomous
vehicles, or deep space exploration, among other directions,
and has a significant impact on 3D imaging technology. Some
current sensors can directly detect depth information, such
as RGB-D cameras, millimeter-wave radar, LiDAR (Light
Detection and Ranging), and ultrasound sensors [2], [3].
Besides, specific depth sensors (e.g., LiDAR sensors) can
produce accurate depth measurements at high frequencies.
However, due to hardware limitations (such as the number
of scanning channels), the depth pixels acquired by these
sensors are usually very sparse, which affects their daily use,
and they are also more expensive. Therefore, there is still a
gap to applicate pervasively of Lidar to the task of a scene
of 3D information.

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Wei.

The depth estimation problem is ill-posed; in other words,
the image depth solution is not unique, e.g., we can recover
many 3D scenes from a 2D RGB image [4]. Thus, to
understand the scene 3D geometry from a single image,
one considers not only local cues such as texture appear-
ance information under various lighting occlusion conditions,
viewpoint information, or scale information relative to known
objects to obtain the geometric object parameters but also
global contextual cues based on a statistical perspective to
obtain scene information such as the overall shape or layout
of the scene [5]–[8].

Classical computer vision approaches use multi-view
stereo correspondence algorithms for depth estimation [9].
With the rapid development of deep learning in the last
decade, considerable progress has been made in research for
deep estimation tasks [10]–[13]. In deep learning, the monoc-
ular depth estimation problem can be described as a dense
pixel-level continuous regression problem or modeled as a
classification [14] or quantile regression [1]. Although cur-
rent semi-supervised [15] or unsupervised learning meth-
ods [1], which do not rely exclusively on ground truth depth
data, have made some progress. However, semi-supervised
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or unsupervised depth estimation is still not as effective as
deep convolutional neural network (DCNN) models with
supervised approaches.

Inspired by the structure of Unet++ and Unet3+, we pro-
pose a supervised network incorporating a dense atrous pyra-
mid structure, which we call MAPUnet, as shown in Fig. 1(a).
Specifically, this structure uses ResNet-101/Densenet-161 as
an encoder. It accesses convolutional layers of 1, 2, and 3 node
numbers at each encoding stage with spatial resolutions
of 1/8, 1/4, and 1/2, respectively, to form a shallow-to-depth
encoder-decoder transducer structure which we refer to as a
transducer in this paper. Based on this, we densely connect the
decoder structure from deep to shallow layers. Then, inspired
by DenseASPP [16], we replace the convolutional layer in the
transducer with the atrous convolutional layer. To improve the
information flow throughout the network and facilitate better
gradient transfer, we add implicit depth supervision modules
between the nodes at the shallowest level of the transducer
and between the decoder nodes from deep to shallow. The
innovation of this paper is to connect the coding stages of
different resolutions of the underlying network (ResNet or
DenseNet) to the corresponding dense atrous pyramid layer
and integrate the information utilizing a dense connection
decoder. We build a multi-scale fusion and feature pyramid
structure through a deep enough network with a layer-by-
layer codec structure. The structure helps the network develop
information at different scales and connect features at various
levels with different resolutions nonlinear function relation-
ship between images and depth effects. We put the MAPUnet
network to experiments on the KITTI dataset [17] and NYU
Depth V2 dataset [18]. The experiments show that themethod
reaches a more advanced level.

Contributions: Our main contributions are the following:
• To the best of our knowledge, we introduce for the

first time the Unet++ segmentation network structure to the
monocular depth estimation work—a comprehensive integra-
tion of global information with local information.
• We further densely connect the decoders so that both

the transitional part and the decoder part of the network are
densely connected to achieve implicit deep supervision of the
decoder part.
•We replace the middle transducer part with a dense atrous

pyramid structure. Through the superposition of convolu-
tional layers with different atrous radii, the pyramid structure
can fuse large-scale information with small-scale informa-
tion, allowing the network to estimate the depth contours of
objects at different scales.

The rest of this paper is organized as follows. In Section II,
we present the related work, and in Chapter III, we describe
the proposed approach in detail. In Section IV, we conduct
algorithm comparison experiments, ablation experiments,
etc. We analyze the effect of the core factors of the proposed
method on network effectiveness. We perform quantitative
and qualitative analyses. In Section V, we discuss the short-
comings of the proposed method. Finally, in Section VI,
we conclude the article.

II. RELATED WORK
A. SUPERVISED MONOCULAR DEPTH ESTIMATION
Earlier work on depth estimation mostly estimated depth
information by studying the point correspondence between
images and triangulation [9]. For example, Saxena et al. [7]
used Markov random fields (MRF) to extract absolute depth
magnitudes and relative depth magnitudes between objects
in the scene using local cues at multiple scales, making full
use of local and global information of the image blocks.
Since hand-crafted features alone can only capture local
information, probabilistic graphical models, such as MRFs,
are usually built on top of these features to incorporate local
cues from long distances to form global cues. Saxena et al. [6]
also performed depth estimation based on the assumption that
the 3D scene contains many small planes (i.e., triangulation)
by estimating the 3D position and orientation of the over-
segmented superpixels in the image. Later work, such as
the DepthTransfer method [8], had successfully used global
information to find candidate images using GIST global
scene features, where the candidate images were very similar
to the input RGBD images in the database. Since then, various
methods had been proposed for depth estimation using hand-
crafted cues [6], [19]–[21] while also incorporating long-
range and global cues [22]. However, manually labeled cues
have limitations and do not cope well with changes, including
rotation, scaling, etc. With the continuous iterative update of
the technology, many current depth estimation benchmarks
are based on neural network algorithms [1], [23].

Eigen et al. first proposed the use of deep learning to solve
the monocular depth estimation problem in [10], describ-
ing how to train a network on sparse labels obtained from
LiDAR scans to estimate depth from a single image. Rapidly,
Eigen et al. further predicted by a global coarse depth network
coupled with a fine-segmentation network targeting local
regions, and unlike previous work on single image depth
estimation, this network could learn representations from
the original image pixels without some hand-crafted features
such as contour lines, superpixels, or low-level segmenta-
tion [14]. These ideas were gradually developed into archi-
tecture [13] and training techniques [12], [15]. Li et al. [24]
predicted superpixel depth maps by Convolutional Neural
Network (CNN) models and then used Conditional Random
Field (CRF) to refine the depth maps to the pixel level. DCNF
network proposed a unified approach combining CRF and
fully convolutional networks based on superpixel pooling
methods to speed up inference [12], [25] used the multi-
scale outputs of the different phases of the CNN to fuse
with the continuous CRF outputs in [26] to further refine
the depth information through the attention module on the
feature map. However, there is already information loss by
converting RGB images into superpixel images, and more
information may be lost in the features extracted after pooling
them. Although the method using CRF (conditional random
field) can improve the depth prediction ability of the network,
it leads to a massive dimensionality of the input, and it
can be tough to construct the probability distribution among
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FIGURE 1. Figure (a) shows an overview of the proposed network MAPUnet’s architecture, where the units of the numbers in the pseudo-color scale bar
are meters (m). We refer to the node operation between the encoder and the decoder as a transducer. Hence, the network consists of a feature encoder,
a transducer (a dense atrous convolutional pyramid layer), and a densely connected decoder. We use skip connections to achieve the flow of information
in the network. Figure (b) shows the original RGB map of the input network, and Figure (c) represents the depth map of the network prediction.

the features due to the complex dependencies between the
features.

More and more scholars have tried to use encoder-decoder
network structures to predict depth values in recent years.
DenseDepth [27] used a pre-trained DenseNet [28] as the
backbone, with bilinear upsampling and skip concatenation
on the decoder to obtain a high-resolution depth map. The
novelty of the Bts [4] architecture is that its Local Planar
Guidance (LPG) module can replace the upsampling-based
skip connection module to convert intermediate feature maps
into full-resolution depth predictions. The network achieves
better estimation results, but the number of network parame-
ters is large. BANet [29] proposed a lightweight bi-directional
attention network that filters ambiguous information from
in-depth features by combining global and local contextual
information. The network reduces network parameters with
minimal loss of estimation accuracy, but the network is
more complex. Xia et al. [30] proposed a generalized task-
independent monocular model that outputs a probability dis-
tribution of its scene depth based on the input color image and
outputs a sample approximation a VAE (Variational Auto-
Encoder). The model increases the dimensionality of the
network while achieving better results. Aich [29] et al. used
a pairwise ranking loss to bootstrap sampling point pairs
through low-level edge maps and high-level object instance
masks to efficiently learn depth estimates from ground truth
depth data. Still, this loss function is less effective when
trained under sparser ground truth.

In this paper, we propose a deep neural network-based
framework model that avoids manual feature extraction.
In the Unet++ framework, the innovative change of the
message transfer structure of the decoder and the extraction of
features using densely connected atrous convolutional layers
achieve better depth estimation. Furthermore, this network

has a reduced number of weights compared to the Bts
network.

B. SELF-SUPERVISED MONOCULAR DEPTH ESTIMATION
In recent years, self-supervised monocular depth estimation
has been proposed. For this problem, Garg et al. [32] and
Godard et al. [33] proposed an ingenious solution that indi-
rectly transforms the direct depth estimation problem into
an image reconstruction problem. They converted the depth
estimation modeling problem into an issue of the geometric
properties of the image projection transform between stereo
image pairs. In other words, the network can be optimized
according to the photometric error between the projected
image and the actual image. Subsequently, Zhou et al. [34]
showed that the depth information and relative pose infor-
mation between two video frames could be predicted simul-
taneously utilizing a joint optimization network. Based on
this idea, networks have been optimized from several per-
spectives, such as the improved loss function proposed by
Aleotti et al. [35], the targeted network structure proposed
by Guizilini et al. [36], the innovative approach of mixing
video and stereo data by Zhan et al. [37], and the improved
optimization by Casser et al. strategies [38], among oth-
ers. DORN [1] models the MDE(Monocular Depth Estima-
tion) task as an ordered regression problem with a spatially
increasing (logarithmic) discretization of the depth range to
appropriately reduce the error that increases with increasing
depth values. The algorithm presents novel ideas, but there
is still much room for improvement in algorithm effective-
ness. Godard et al. [39] proposed a very advanced algorithm
that uses minimum reprojection loss to deal with occlu-
sion between different frames. However, it is not possible
to consider the depth information of the mismatched scene
positions between two frames. Eldesokey et al. [40] proposed
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a probabilistic version of the Normalized Convolutional Neu-
ral Network (NCNN), which learns the input confidence
estimator utilizing self-supervision to identify the input inter-
ference noise. The model is small and achieves better results
in the unsupervised domain, but still has a gap compared to
the supervised algorithm.

In the past two years, more and more scholars have
used adversarial discriminant learning methods to predict
depth information with better results. References [41] trained
an encoder that extracts imperceptible nighttime features
that distinguish daytime images by an adversarial discrim-
inative learning method based on PatchGAN, and plug a
pre-trained daytime depth decoder into its back end to
achieve unsupervised nighttime monocular depth estimation.
S3Net [42] considered the geometric structure across space
and time inmonocular video frames in an adversarial network
framework, i.e., using geometric, temporal, and semantic
constraints simultaneously for depth prediction. However,
adversarial discriminative learning methods generally require
better pseudo labeling to complete training, and this problem
still requires supervised methods to solve.

Good results have also been achieved by semantic segmen-
tation to guide depth estimation, and SGDNet [43] proposed
a cross-domain training model to guide unsupervised depth
estimation by supervised semantic segmentation. Moreover,
SGDNet showed by the study that the mask information of
semantic segmentation would effectively prevent the contam-
ination of photometric loss from moving objects. However,
only part of the results obtained from semantic segmentation
and depth estimation overlap, and the part that does not
overlap may affect depth estimation results.

The model in this paper has more weights than the unsu-
pervised model and is not as compact as most unsupervised
models, which is the area to be improved in this algorithm.

C. ENCODER-AND-DECODER STRUCTURE AND ATROUS
CONVOLUTION STRUCTURE
In 2015 Unet won the competition and significantly improved
the ISBI cell tracking challenge [44]. The codec structure
of its network was the key to performance improvement.
Since then, the latest results based on deep neural net-
works (DCNN) have been typically divided into two parts:
an encoder for intensive feature extraction and a decoder for
predicting the task outcome [12], [33]. Dense feature extrac-
tors usually use very powerfully underlying deep networks
such as VGG [45], ResNet [46], or DenseNet [28]. Moreover,
the decoders are designed as appropriate depending on the
task. In 2018, Unet++ [47] improved on Unet by intro-
ducing nesting and dense connections to enhance the trans-
fer of information in the network and reduce the semantic
gap between encoders and decoders. Recently, Unet3+ [48]
introduced full-scale skip connections to more fully exploit
multi-scale features, combining low-level details with high-
level semantic information to obtain full-scale feature maps.
In 2016, dilated convolutions were first proposed and applied
in image segmentation. As the research progressed, atrous

convolution pyramid pools were used in semantic segmen-
tation [49] and depth estimation [1], [4]. Since the dilated
convolution allows a larger receptive field, sparse convolution
with different radii of the atrous rate can capture large-scale
variations in the image and improve the network’s per-
formance. The encoder-and-decoder structure increases the
complexity of the network, and since the network is deeper,
the features extracted are more comprehensive, allowing us
to train the network better.

In this paper, we borrow the encoder-decoder structure,
innovatively introduce the Unet++ and Unet3+ structures
into the depth estimation, and use the atrous convolution to
help the network refine the features.

III. METHODS
The MAPUnet network proposed in this paper is a
deep enough network. The network uses the structure of
encoder+transducer+decoder can effectively improve the
depth estimation accuracy, and the network mines the infor-
mation in a single RGB image through different stages of the
encoder. Furthermore, the network integrates many valuable
features through the transducer and decodes them through
the decoder. A single RGB image is fed into the MAPUnet
network, and the network outputs a depth map of the corre-
sponding image.

A. OVERALL NETWORK ARCHITECTURE
Fig. 2(a) depicts the network’s overall framework, an innova-
tive new network based on the Unet, Unet++, and Unet3+
networks. Unet network is the basis of Unet++ and Unet3+
networks. However, although the Unet decoder part shares
the same encoder, the Unet decoder is disconnected, i.e., the
contents of the deep U-shaped network encoder nodes do
not provide supervisory signals to the decoder correspond-
ing to the shallow stage in the upper layer. Also, fusing
the feature maps of the decoders in the network with the
encoder same-scale feature maps does not guarantee that
the same-scale feature maps are the best match for feature
fusion. Therefore, Unet++ was born, as shown in Fig. 2(b).
Unet++ removes the original coder-decoder skip connection
in Unet and connects all neighboring nodes within the ensem-
ble, which realizes the information linkage of multi-level
networks and increases the possibility of achieving optimal
feature fusion. Unet3+ is even more innovative in adding
feature fusion operations from large-scale to small-scale and
connects decoders equally densely.

Although Unet3+ achieves better results on top of med-
ical image segmentation compared to Unet++, in terms of
depth estimation, the depth of most regions in the image
is progressively changing. Therefore, it is not regional like
image segmentation is. Thus, the fusion of more significant
size features with smaller size features may not improve the
network’s prediction of depth values. Moreover, similar to
the Unet++ network, the features are progressive layer by
layer and change gradually, analogous to the gradual change
in depth, which helps the network understand the depth
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FIGURE 2. Fig. (a) represents the Unet++ network that connects the decoders densely. Fig. (b) illustrates the network structure of Unet. Fig. (c) depicts
the network structure of Unet++. Finally, figure (d) represents the network structure of Unet3+, which we call MUnet. In the field of medical
segmentation, the optimization of the well-known Unet structure is mainly based on the addition of the multi-scale fusion module and the addition of
the dense fusion operation of different nodes at the same scale. In this paper, the network of this paper is based on Unet++ and innovatively introduces
the structure in Unet3+ decoder to obtain the MUnet network structure.

information better and make predictions. For comparison
experiments, please see the EXPERIMENTS section.

Borrowing from the Unet++ network structure and the
Unet3+ network structure, we connect all the layers (feature
maps with matching size characteristics). Thus each shallow
layer receives additional input from all previous deeper lay-
ers and passes its feature map to the more external subse-
quent network layers. This operation maximizes the flow of
information among the layers in the network. At the same
time, making each node between the layers skip connected,
the traditional feed-forward architecture can be seen as a state
algorithm where the state is passed layer by layer. Each layer
reads the state from its predecessor layer and writes to the
following layer. The network at each level changes the state
but also passes information that needs to be saved.

In this paper, we borrow the Unet++ structure and use
ResNet or DenseNet as the encoder for feature extraction of
the input image, the dense atrous pyramid as the transducer,
and a similar dense connection decoder position. While not
drawing representation power from extremely deep or wide
architectures, this structure can produce highly efficient con-
densedmodels about parameters by exploiting the potential of
the network through feature reuse. At the same time, concate-
nating the feature maps learned at different layers increases
the variability of the input at subsequent layers and improves
the efficiency of the network parameters. In addition to bet-
ter parameter efficiency, the decoder structure in this paper
likewise improves the information flow and gradients across
the network, making it easy to train. Each layer has direct
access to the gradients from the loss function and the original
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input signal, enabling implicit deep supervision, facilitating
the training of deeper network architectures. In addition,
borrowing from the deep supervised operation in Unet++,
we add convolutional layers with a convolutional kernel size
of 1× 1 at the shallowest transducer node and at the decoder
node to avoid the gradient of the network from becoming zero
at deeper parts of the network. Besides, the dense connectivity
of the network has a regularization effect, reducing the pos-
sibility of overfitting phenomena on tasks with smaller size
training sets.

Suppose x i,j denotes the output of the X i,j node, where
i denotes the sequence number of the down-sampling layer of
the encoder and j denotes the sequence number of the nodes
in each layer (dense block) from the encoder to the decoder.
x i,j represents the node operation of the feature map as

x i,j =



H
(
D
(
x i−1,j

))
, j = 0

H
([
D
(
x i+1,j−1

)
,[

x i,k
]j−1
k=0

])
, i+ j < 4 ∪ j 6= 0

H
[
D
(
x i+1,j−1

)
,
[
x i,k

]j−1
k=0

,[
U
(
x4−l,l

)]j−1
l=0

]
, i+ j = 4 ∪ j 6= 0

(1)

where the function H (·) is the operation representing the
convolution operation + activation function, D(·) and U (·)
denote the down-sampling operation and up-sampling oper-
ation, respectively, and [· · · ] suggests the concatenated layer
operation. As shown in Fig. 2(a), when j = 0 in the node,
the node receives only the input from the previous stage of
the encoder, and when j = 1 in the node, the node receives
two inputs from the encoder sub-network on two successive
levels, which can be summarized as follows: when j > 0
and i + j < 4, the node receives the input from j + 1 nodes,
where j inputs are the outputs of the first j nodes in the same
level, and the (j+ 1)th input is the up-sampled output of a
deeper layer of skip connections. When j > 0 and i+ j = 4,
the node receives 2j inputs, including skip connections in the
same hierarchy,multiple skip connections from deeper layers.

In the encoder, we use ResNet-101/DenseNet-161, remove
its last two layers: the average pooling layer, and the fully
connected layer, and pass five blocks as output nodes to the
subsequent nodes.

B. DENSE ATROUS SPATIAL PYRAMID POOLING MODULE
Depth prediction, like image segmentation, belongs to the
same category of dense prediction, i.e., depth information
is predicted for each pixel location in an image. Therefore,
how to better utilize the contextual content information in
an image is a problem worth investigating. The concept
of atrous convolution was proposed in the paper of [49],
which exponentially expands the receptive field with the
loss of resolution or coverage through a rectangular prism
of convolution layers. The atrous convolution operator was

called ‘‘convolution with dilation filter’’ in the past, and it is
equivalent to using the filter parameters differently. Although
the filter parameters are the same, the size of the location
where the dilation is done centered on a particular pixel
point is different. Thus the value after convolution with the
filter is different. The atrous convolution operator plays a
crucial role in the algorithm, a wavelet decomposition [50].
In addition, the atrous convolution layer is capable of multi-
scale contextual aggregation.
In the one-dimensional case, let y [i] represent the output

signal, and x [i] denotes the input signal. Then, the atrous
convolution can be described as follows:

y [i] =
K∑
k=1

x [i+ d · k] · w [k] (2)

where d denotes the atrous radio, w [k] represents the param-
eter of the kth filter, and K means the size of the filter.
DeepLabV3 [51] proposed ASPP (Atrous Spatial Pyramid
Pooling),i.e., parallel atrous convolution mode. The parallel
atrous convolution layer consists of multiple atrous layers,
each receiving the same input. The outputs of the convolution
layers are also cascaded together, as shown in the following
equation:

y = H3,6 (x)+ H3,12 (x)+ H3,18 (x)+ H3,24 (x) (3)

[16] proposed the dense atrous convolution, i.e., DASPP
module, expressed as Eq:

yl = HK ,dl ([yl−1, yl−2, . . . , y0]) (4)

where dl represents the expansion rate of layer l, [· · · ] repre-
sents the cascade operation, and [yl−1, . . . , y0] represents the
feature map that connects the outputs of all previous layers.
DenseASPP allows more pixels to participate in the computa-
tion of the feature pyramid than the normal convolution oper-
ation and ASPP operation. By skip-connecting shared atrous
convolution layers, convolution layers with large atrous rates
and convolution layers with low atrous rates will work inter-
dependently. As a result, the DenseASPP structure will get a
denser feature pyramid and a larger receptive field to perceive
enormous background information.

This paper proposes a densely connected module with
more scales and calls it MLDenseASPP (Multi-Layers
DenseASPP), as shown in Fig. 3 below. We densely con-
nect the node outputs within the same layer at multiple
scales, but also, between layers, we build skip connections
to make the connections between feature layers dense as
well. The MLDenseASPP module built in this paper is (3,
6, 6, 12, 18, 24), and the corresponding node positions are(
X2,1,X1,1,X0,1,X1,2,X0,2,X0,3

)
. According to [16], for an

atrous convolution layer with atrous rate d and kernel size K ,
the receptive field size is equivalent to the following equation:

R = (d − 1)× (K − 1)+ K (5)

Assuming that the dimensions of the two convolutional
layers of the stack are K 1 and K2, respectively, the new
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FIGURE 3. In the transducer, the output of each atrous convolution layer
is concatenated with the input feature layer and then fed to the next
node for processing. The feature maps of different scales are expanded to
the corresponding size using nearest-neighbor interpolation.
Where 
 represents the channel concatenation.

receptive field size is

K = K1 + K2 − 1 (6)

Therefore, in the MLDenseASPP (3, 6, 6, 12, 18, 24),
the equivalent maximum receptive fields are

Rmax = R3,3 + R3,6 + R3,12 + R3,18 + R3,24 − 5 = 139 (7)

such a large receptive field enables the extraction of global
information about larger objects in the feature image.

C. FUSION OF MORE LAYERS OF FEATURES
In each layer, there are fusion features with different block
feature layers with fusion ratios of 1/5, 1/5, 1/3, 7/55, 5/21,
and 13/84, respectively. For the generated depth features,
if the feature size is small, e.g., size (batch_size, 44, 88),
a smaller atrous convolution layer of radius three is used
for processing. As the feature layer size becomes larger,
we gradually increase the radius in the atrous convolution to
obtain better global and background information. As shown
in Fig. 4 below, the number in each strip represents the radius
value, the length of each strip represents the equivalent kernel
size for each combination, and the shaded area represents the
proportion of the contribution of deep features to shallow fea-
tures. Thus, the dense connection between multiple stacked
atrous convolution layers can form a feature pyramid with
more dense and diverse scales.

For example, consider the case of a dense atrous pyramid
with a minimum number of nodes, as shown in Fig. 5(a)
below. The contribution ratio of the deep level to the shallow
level in a pyramid with only three nodes, X0,1, is P

(
X0,1

)
=

32/(64+ 32) = 1/3. And in Fig. 5(b), the contribution ratio

of deep level features in X1,1 is P
(
X1,1

)
= 64/(256+ 64) =

1/5, then the contribution ratio of deep level to shallow level
in X0,2 is P

(
X0,2

)
:

P
(
X0,2

)
=

C0,1P
(
X0,1

)
+ C1,1P

(
X1,1

)
C0,0 + C0,1 + C1,1

=
32× 1/3+ 32× 1/5

64+ 32+ 32
=

5
21

(8)

where Ca,b denotes the number of channels output by the
(a, b)th node in the network. As the number of nodes in the
pyramid increases, more in-depth information will converge
into the shallow network. At the same time, expanding the
radius of the atrous convolution can help convolutional layers
with lower sampling rates to samplemulti-layer feature pixels
more intensively. As a result, this operation improves the
information flow between networks and facilitates the better
transfer of scale information.

D. TRAINING LOSS
Both [10] and [4] used the following loss functions:

D (g) =
1
T

∑
i
g2i −

(
1
T

∑
i
gi

)2

+ (1− λ)
(
1
T

∑
i
gi

)2

(9)

where D (g) can be simplified as

D (g) =
1
T

∑
i
g2i −

λ

T 2

(∑
i
gi
)2

(10)

where gi = log d̃i − log di, di is the ground truth depth, λ is a
constant, and T denotes the number of pixels with valid truth
values.

According to equation (9), it can be seen that D (g) is the
sum of the variance and theweighted squaredmean of the log-
arithmic space of the depth image. Increasing the value of λ
allowsD (g) to focus more on variance minimization. Finally,
we also follow the loss function formula in the final [4], i.e.

L = α
√
D (g) (11)

where α is set to improve convergence, such that α ≡ 10.

IV. EXPERIMENTS
To verify the effectiveness of this network, we test it on top
of a challenging benchmark dataset and show our results. The
tests are performed on top of the KITTI dataset and NYU
DepthV2 dataset. In addition, wewill conduct ablation exper-
iment comparisons and some other experimental comparisons
in the subsequent sections.

A. IMPLEMENTATION DETAILS
We use the open-source deep learning framework
PyTorch [52] to train our network. For training, we use the
Adam optimizer [53] and set the learning rate to 10−4, epoch
to 50, and batch size to 2 on a computer with two NVIDIA
2080ti GPUs. We changed the last three layers in the decoder
to deformable convolution [54]. Replacing specific layers
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FIGURE 4. Illustration of the scaled pyramid in the transducer. In the dense atrous convolutional layer, the radius of
dilation is the deepest radius of the transducer r = 3, respectively, which is connected to the output of the third stage
encoder. The next deepest layer is r = 6, 12 from near the encoder to near the decoder direction, respectively, where r =

6 connects to the output of the second encoder. Finally, the shallowest layer is r = 6, 18, 24, where r = 6 connects to the
output of the shallowest encoder. The shaded part of the figure indicates the proportion of the contribution of deep
features to shallow features. K denotes the radius of convolution of equivalent atrous composed of feature pyramids.

FIGURE 5. The abbreviated pyramid model, where the arrows indicate the
number of channels propagating backward. The red area shows the
proportion of the contribution of deep features to shallow features.

with deformable convolution in the network improves the
network’s performance in semantic segmentation and target
detection. Therefore, to improve the MAPUnet network per-
formance, we changed the last three layers of the decoder

to deformable convolution following the operation in the
paper [54]. Deformable convolution adds its offset to each
pixel point in the convolution kernel and learns the offset from
the target task without additional supervision. Deformable
convolution can generalize various transformations such as
scale, (anisotropic) aspect ratio, and rotation.

For the backbone selected in the network, either
ResNet-101 [46] or DenseNet-161 [28], are pretrained
weight models about image classification on the ILSVRC
dataset [55]. We use random horizontal flips and random
contrast, brightness, and color adjustments to enhance the
images in the data preprocessing part. Also, we perform
random rotation operations on the images to increase the
robustness of the trained network. It takes about 25 hours to
train 25 epochs on the KITTI dataset and about 48 hours to
train 25 epochs on the NYU Depth V2 dataset.

B. EVALUATION METHOD
For the evaluation, we use the evaluation metrics recom-
mended by the KITTI dataset:

• Threshold(Accuracy):

Accuracy = % of d̃i s.t. max

(
d̃i
di
,
di
d̃i

)
= δ < thr (12)

three different thresholds (1.25, 1.252, 1.253) are used to
measure the accuracy of the predicted depth values.

• Absolute Relative Error:

Abs Rel =
1
|T |

∑
d̃∈T

∣∣∣d̃ − d∣∣∣
d

(13)
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TABLE 1. Performance comparison on KITTI Eigen split, set at a distance of 0-80m.

• Square Relative Error:

SqRel =
1
|T |

∑
d̃∈T

∥∥∥d̃ − d∥∥∥2
d

(14)

• Root Mean Square Error:

RMSE =

√
1
n

∑(
d̃ − d

)2
(15)

• Root Mean Square logarithmic Error:

RMSE log =

√
1
|T |

∑
d̃∈T

∥∥∥log d̃ − log d
∥∥∥2 (16)

here T refers to the number of pixels with valid truth values.

• Scale Invariant logarithmic Error:

SILog =
1
n

∑n

i
y2i +

1
n2

(∑n

i
yi
)2

(17)

where y = log d̃ − log d .

C. KITTI DATASETS
The KITTI dataset for monocular depth estimation [17]
is a subset of the KITTI family of datasets designed for
autonomous driving. We follow Eigen et al. [10] regarding
splitting the training and test sets, where 23488 images con-
taining 32 scenes are used for training, while 697 photos of
the remaining 29 scenes are used for evaluation. We evaluate
and compare the network based on its performance on top
of this training set and test set. Our previous work set the
prediction range to [0-80m] and put all the pixel points with
depth values greater than 80m to 80m.

D. NYU DEPTH V2 DATASETS
The NYU Depth V2 [18] dataset was created by New York
University. The creators used Microsoft’s Kinect depth
camera to record various indoor scenes. The NYU Depth
V2 dataset contains about 120,000 RGB images and their
corresponding depth maps. We trained 24,231 image pairs
from 249 of these scenes based on previous work and selected
an additional 654 images from 215 scenes for testing. We use
the aligned depth image pairs provided by the dataset for
training and prediction and set the maximum distance to 10m.

E. EVALUATION RESULT
The results of the evaluation on the public dataset KITTI are
shown in the table below. Combining the information in the
table shows that our model is superior to the methods listed.
In the depth range of 0-80m, as shown in Table 1 below,
we improved the accuracy by 0.1% in δ < 1.253 and made
the Sq Rel, RMSE decrease by 0.01. In the depth range
of 0-50m, our network improves the accuracy by 0.1% for
δ <1.25, δ <1.252 and decreases in four metrics Abs Rel,
Sq Rel, RMSE, and RMSE log. The results of our method
are equal to or better than those of the enumerated method
in all metrics. The measurement results on the public NYU
Depth V2 dataset are shown in Table 3 below, where we have
a 0.1% improvement in δ < 1.253 and a 0.01 decrease in the
RMSE log metric. In summary, our proposed network can
perform a more accurate pixel-level depth estimation. Due to
some limitations on the KITTI website for submissions, this
algorithm cannot be evaluated and assessed against all current
methods at this time. Moreover, the official website of NYU
Depth V2 does not have a ranking of all existing methods.
Therefore, in this paper, only some representative algorithms
with good results are selected for comparison.
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TABLE 2. Performance comparison on KITTI Eigen split with a set distance of 0-50m.

TABLE 3. Performance comparison on top of the NYU Depth V2 dataset, with a set distance of 0-10m.

TABLE 4. Study of ablation experiments using the KITTI dataset (the depth range: [0-80]m). Baseline: represents the network with ResNet-101 as the
backbone network only, without adding the dense cavity pyramid module and without densely connected decoders. A: represents the network with the
dense atrous pyramid module added. D: represents the network with densely connected decoders. All variants set the loss function such that λ = 0.9 in
Equation 4.

F. ABLATION STUDY
In this section, we evaluate different network variants and
analyze the reasons that affect network performance. We use

the ResNet-101 network as the backbone network. Based
on a Unet++-like network structure, we densely connect
the decoders of each stage and add a dense atrous pyramid
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TABLE 5. The experimental results of the dense atrous pyramid with different combinations of radii under the KITTI dataset are as follows (the depth
range: [0-80]m). The corresponding node positions are the same as those in 3.2 above, i.e.

(
X2,1,X1,1,X0,1,X1,2,X0,2,X0,3

)
. We also use the

ResNet-101 network as the backbone network.

TABLE 6. Experimental results with different U-shaped network structures under the KITTI dataset (the depth range: [0-80]m). We use the
ResNet-101 network as the backbone network.

FIGURE 6. Qualitative results of KITTI Eigen test splitting, where the units of the numbers in the pseudo-color scale bar are meters (m). The proposed
method yields more precise boundaries from vehicles, traffic signs, and pedestrians and estimates more accurate depth information.

module to explore the impact of the added factors on the net-
work performance. Combining the following Table. 4 shows
that the network’s performance steadily improves as the core
factors increase and that the operation of the dense atrous
pyramid module and the dense connection decoder have
comparable effects on the network. Although the network
increases the training parameters by 4.7M, it achieves better
depth estimation and reaches a more advanced level.

G. EXPERIMENTS WITH COMBINATION OF DIFFERENT
ATROUS CONVOLUTIONS
Dense atrous pyramids using different combinations of sizes
enhance the performance of the network structure proposed
in this paper, so we would like to gain insight into the perfor-
mance impact of other radius combinations of atrous pyramid
layers on MAPUnet networks. We select r = 3, r = 6,
r = 12, r = 18, r = 24, r = 30, these six values as the
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TABLE 7. Network parameters and running time of the proposed network and the compared networks.

chosen values of the atrous radius, and test them on the KITTI
dataset. When choosing the radius of the atrous convolution,
we follow the principle that the equivalent atrous radius K
value at each level should be less than the shortest edge length
of the feature map. Otherwise a lot of useless information
will be introduced into the network. Since the size of the
feature map becomes more significant as the network level
becomes shallower, the selection of the atrous radius also
follows the principle of varying from small to large in the
transducer from deep to shallow levels. According to the
experimental data in Table. 5, there is some improvement
in the effectiveness of the network as the size of the atrous
radius used becomes larger. Still, the effect regresses when
either the chosen atrous radius becomes too large or too small.
Also, it can be seen that the effect of choosing a smaller
radius of the atrous convolution layer is better than that of
choosing a larger radius of the atrous convolution layer in the
first node of the transducer-connected encoder. In the same
network framework, choosing the right combination of radii
for the atrous convolution pyramid can improve the accuracy
by more than 2% (in terms of δ < 1.25).

H. EXPERIMENTS WITH DIFFERENT
TRANSDUCER-DECODERS
This paper also conducts experiments for networks with
different decoders. While keeping the encoder as ResNet-
101, we conducted experiments on the KITTI dataset using
a network structure similar to Unet, Unet++, and Unet3+,
respectively. Although Unet3+ achieves the best segmenta-
tion results in the field of medical segmentation, the Unet3+
structure does not perform as well as the Unet++ structure
in terms of depth estimation, as shown in Table. 6 below.
The reason is that although both depth estimation and image
segmentation are pixel-level computer vision tasks, the depth
values change incrementally throughout the image. There-
fore the brute force merging of all scales together and then
decoding step by step from deep to shallow networks is
not conducive to the network forming a robust function for
solving 3D depth information from two dimensions. There-
fore, we adopt the structure of a densely connected decoder
based onUnet++, and the experimental results show a steady
improvement in most of the metrics.

I. QUALITATIVE RESULT
Finally, we qualitatively discuss the results of our work and
that of the competition. As seen in Fig. 6 (a), (b), (c), and
(d), our work shows more accurate object boundaries, and
the outlines of signs, people, and vehicles on some poles at
a long distance can be estimated more accurately. However,
in the test results output by the network on the KITTI dataset,

FIGURE 7. Qualitative results in the NYU Depth V2 dataset, where the
units of the numbers in the pseudo-color scale bar are meters (m). The
proposed method more accurately recovers the depth information of the
image, such as the distant bookshelf outline in Figure (b).

FIGURE 8. The loss convergence curves of the compared algorithms are
plotted. With the same KITTI dataset, the Bts and MAPUnet networks
were trained for 25 epochs with a batch of 2. The DenseDepth network
was trained for 20 epochs with a batch of 2.

the images have some artifacts in either the sky or the upper
regions of the scene. We believe this is caused by the very
sparse ground truth depth data. Because some image regions
lack valid depth values in the entire dataset, it is impossible
to train the network appropriately for these regions. The
test results on the NYU Depth V2 dataset are shown in
Fig. 7 below. TheMAPUnet network can predict the contours
of objects in more distant regions, such as bookshelves, glass
wooden doors, etc.

Also, in Table. 7, the number of model parameters and
the running time of the MAPUnet network proposed in
this paper, and the compared algorithms are listed. Among
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FIGURE 9. Figure (a) shows the module used in [61] instead of the convolutional layer, using deep residual
connections to improve the feature extraction capability of the network. Figure (b) shows the SRB module
in Figure (a). The segmentation effect is enhanced by more than three percentage points in [61].

them, MAPUnet-resnet101 has FLOPs of 1.59 × 1011, and
MAPUnet-densenet161 has FLOPs of 1.52 × 1011. We also
present the convergence curves about losses, as shown
in Figure 8. Our network and the Bts network are trained
for 25 epochs, while DenseDepth is trained for 20 epochs as
described in its paper. As shown in Figure 8, all three loss
curves show a decreasing trend, indicating that the network is
converging. In contrast, the DenseDepth network’s loss curve
values have been smaller because DenseDepth uses a loss
function that is different from the MAPUnet network and Bts
network.

V. DISCUSSION
We also find some problems during the research process,
which are briefly stated here as follows.
• We add the FDB module [61] to the decoder layer of

the network, i.e., the convolutional layer is replaced with
the FDB module in the decoder stage, and the FDB module
is shown in Fig. 9(a) below. The test results show that it
does not improve the network’s performance but degrades
the network’s performance. The reason is that the modified
network structure is too deep in layers, so it is difficult to
propagate the gradient to the deepest layer of the network.
•Although the window part is transparent in color, the esti-

mated depth of the window part should be approximate to
the depth of the window frame when the window is not low-
ered normally. Still, the test result is the opposite, as shown
in Fig. 10 below. Observing the ground truth plot, we can
see that the radar signal received at the window position is
weak, so the network cannot be trained well. This part of
the depth estimation task can be improved by combining
semantic segmentation information.

FIGURE 10. The outline of the car frame is visible in the lower right
corner of the depth image estimated in this paper, while the windows of
the car are not rolled down according to the input image. The units of the
numbers in the pseudo-color scale bar are meters (m).

VI. CONCLUSION
This paper proposes a monocular depth estimation network
MAPUnet with supervised mode, which achieves better test
results. Using some achievements in other fields of deep
learning, we design an encoder-transducer-decoder-based
neural network architecture, based on the Unet++ frame-
work, densely connected decoders. We introduce a dense
atrous pyramid structure in the transducer phase to enable the
network to progressively deeper network information layer
by layer. Testing and validation on the public KITTI dataset
and the NYUDepth V2 dataset outperform the other methods
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compared to root mean square error and mean absolute log
error, which also side-by-side illustrates the higher accuracy
of the depth values output by the network. Although we
achieve good depth estimation results, there are still some
problems, such as the existence of artifacts in humans and
vehicles, and the inability to estimate the depth of the win-
dows, and the high sparsity of the data is the main reason for
the problem. Therefore, future work is planned to apply the
network structure in unsupervised depth estimation for more
reasonable utilization of sparse ground truth data values,
combined with the information of semantic segmentation or
using rank loss (rank loss) to improve the network perfor-
mance further.
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