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A B S T R A C T   

There is urgent demand for new absolute Linear Displacement Measurement (LDM) technology with high res
olution and high precision, during the development of high-end numerical control technology. In previous 
research, we found that displacement measurement based on the image processing method performs well, 
however, the volume increases when using an imaging lens, and the system is susceptible to factors such as 
virtual focus. In this paper, the lensless LDM image optical path is established based on grating projection im
aging, then the absolute grating coding method is operated based on M− sequence pseudo-random coding. A 
linear displacement subdivision algorithm is then deployed based on the digital image recognition algorithm. An 
LDM device with a measuring range of 250 mm was designed to test the performance of the proposed method. 
The device shows a measurement resolution of 1 nm and measurement accuracy of 1.76 μm in the range of 250 
mm. This work lays a foundation for further research on high performance LDM technology.   

1. Introduction 

Existing techniques for high-precision digital Linear Displacement 
Measurement (LDM) mainly include photoelectric measurement, mag
netic induction measurement, and capacitance measurement [1–4]. 
Among them, photoelectric LDM technology integrates optical, me
chanical, and electrical qualities; it features high measurement accu
racy, wide measurement range, strong anti-interference, and other 
advantages making it a preferred approach in industrial manufacturing, 
aerospace, military equipment, and other fields [5–7]. As a feedback 
method in the control system, improvements in the resolution, accuracy, 
and reliability of photoelectric displacement measurement are directly 
related to the high-end manufacturing capacity available. There is de
mand for new absolute photoelectric displacement measurement tech
nology with high resolution and high precision to meet the needs for 
high-performance numerical control system in today’s high-end 
manufacturing industry. 

Traditional photoelectric displacement measurement technology 
generates a moiré fringe signal based on the mutual cooperation of an 
indication grating and calibration grating, and then realizes high- 
resolution displacement measurement by calculating the phase of the 
moiré fringe signal [8]. Its measurement principle is shown in Fig. 1. 

During the measurement process, reference lines with equal period 

are scratched on the calibration grating. The light emitted by the light- 
emitting element passes through the grating line on the calibration 
grating, then two moiré fringes with phase difference of 1/4 period are 
generated by the cooperation of the indicating grating. The moiré fringe 
light signal is converted into an electrical signal by the photosensitive 
element. The relative displacement of the calibration grating and the 
indication grating can be calculated by “subdivision operation” of the 
electrical signal phase. For the purposes of absolute measurement, 
traditional measurement technology requires marking coding lines on 
the calibration grating for absolute position recognition, then realizing 
decoding via the recognition of the coding lines. The absolute 
displacement measurement is obtained by combining the decoded value 
and the subdivision value. 

Through previous studies, the shortcomings of the traditional abso
lute photoelectric LDM technology can be summarized as follows.  

1) Performance is not readily improved 

The Moiré fringe signal is easily affected by harmonic noise, ampli
tude difference, phase difference offset, and other factors; it is difficult to 
further improve the measurement accuracy and resolution.  

2) Debugging is overly complex 

* Corresponding author. 
E-mail address: yuhai@ciomp.ac.cn (H. Yu).  

Contents lists available at ScienceDirect 

Measurement 

journal homepage: www.elsevier.com/locate/measurement 

https://doi.org/10.1016/j.measurement.2021.109738 
Received 19 April 2021; Received in revised form 6 June 2021; Accepted 7 June 2021   

mailto:yuhai@ciomp.ac.cn
www.sciencedirect.com/science/journal/02632241
https://www.elsevier.com/locate/measurement
https://doi.org/10.1016/j.measurement.2021.109738
https://doi.org/10.1016/j.measurement.2021.109738
https://doi.org/10.1016/j.measurement.2021.109738
http://crossmark.crossref.org/dialog/?doi=10.1016/j.measurement.2021.109738&domain=pdf


Measurement 182 (2021) 109738

2

Absolute photoelectric measurement methods require “coding 
codes” and “subdivision values” to cooperate with each other. Ensuring 
such cooperation is a cumbersome process of steps such as “phase 
alignment” and “period correction” during installation, which needs 
repeated debugging to ensure the measurement accuracy. 

There is demand for new displacement measurement methods to 
remedy these problems. Image-type displacement measurement is an 
innovative approach based on the digital image processing algorithm 
[9–12]. This method can achieve high-performance LDM. When a 
camera is used to collect the pattern on the calibration grating, the LDM 
can be realized via digital image processing algorithm [13]. This mea
surement principle is shown in Fig. 2. 

In a previous study, we developed angular displacement measure
ment (ADM) technology based on an image processing algorithm 
[14,15]. We found that image-type displacement measurement has 
strong flexibility, robustness, and fault tolerance; it is not affected by the 
amplitude difference, phase offset, period correction, or other factors of 
the traditional Moiré fringe measurement technology. We speculated 
that applying image-type measurement to LDM would have the 
following advantages.  

1) Strong fault tolerance 

There is no tedious debugging process required for absolute mea
surement based on the recognition of grating image information.  

2) High performance 

High accuracy and high resolution can be more easily achieved than 
traditional measurement methods based on the sub-pixel algorithm. 

Previous scholars have explored LDM technology based on image 
processing algorithms as well. Das [16], for example, proposed an LDM 
method based on gray gradients in 2013 which can realize measurement 
resolution of 1 mm. Baji [17] proposed an LDM method based on color 
recognition in 2014 that can measure the rotation angle of a code disk 
coated with uniform color change at a linear error of 1◦. Existing mea
surement methods based on color recognition can achieve absolute 
measurement, but the measurement resolution is limited. 

In a 2015 study, Kim [18] used the phase-shifting encoding method 
with a micro image detection system to realize 13-bit encoding recog
nition on a 41.72 mm diameter grating at measurement accuracy of 

0.044◦. Mu [19] used a CMOS image sensor to recognize single code 
channel coding for 20-bit coding recognition. Due to a lack of subdivi
sion operation, however, the displacement measurement resolution is 
relatively low and the technique is restricted to coding recognition. 

Leviton [20] received grating patterns with reference lines and bi
nary symbols with an area array CCD, then magnified the image with an 
optical lens to achieve a measurement resolution of 0.05 μm and pre
cision of 0.15 μm in the range of 150 mm. Lashmanov [21] used a camera 
to collect and measure the linear displacement with scale lines, 
achieving a resolution of 0.02 μm and a measurement accuracy of 1.65 
μm in the range of 2 m. Fu [22] proposed a image grating technique is 
presented achieve ± 0.3 μm measurement accuracy within a 50 mm 
range and ± 0.2 μm measurement accuracy within a 25 mm range. It is 
relatively easy to enhance measurement resolution by using an imaging 
lens to magnify the image, but this makes the measurement device 
larger, the optical path more complex, and the system more vulnerable 
to vibration, virtual focus, and other effects. 

In this study, we developed a high-resolution LDM method which 
does not require an imaging lens and work based on grating projection 
imaging. The lensless measurement light path based on grating projec
tion imaging was established first. An absolute coding method based on 
M− sequence pseudo-random code was then established. Finally, a sub- 
pixel subdivision algorithm was constructed to achieve high-resolution 
measurement. An experimental device was designed and operated to 
test the proposed method. The range of the experimental device is 250 
mm when 500 coded lines are marked in the range. This LDM device 
shows a measurement resolution of 1 nm and measurement accuracy of 
1.78 μm. This work may provide a workable foundation for future high- 
resolution, high-reliability LDM technologies. 

This paper is organized as follows. Section 2 introduces the principle 
of the image-type LDM optical path. Section 3 proposes the absolute 
encoding method and discusses its identification process. Section 4 
proposes the linear displacement subdivision algorithm. Section 5 pre
sents the experimental verification and Section 6 gives a brief summary 
and concluding remarks. 

2. Measurement optical path of grating projection imaging 

Using an imaging lens to magnify an image can improve the mea
surement resolution, but as discussed above, makes the measurement 
device larger, the optical path more complex, and the system more 
vulnerable to vibration, virtual focus, and other effects. We propose an 

Fig. 1. Moiré fringe measurement principle.  

Fig. 2. Schematic diagram of image-type LDM.  

(a)Measuring schematic

(b) Principle of grating projection

Fig. 3. (a) Measuring schematic Fig. 3 (b) Principle of grating projection.  
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LDM optical path based on grating projection imaging which works on 
the principle shown in Fig. 3. 

During the measurement process, the light emitted by the parallel 
light source passes through the “leaky” coding lines on the metal grating. 
The pattern of the coding lines is projected on the linear image sensor. 
LDM can then be realized by the sub-pixel subdivision algorithm. 

To minimize the effects of light wave diffraction and improve the 
sub-pixel subdivision ability, we attempted to reduce the distance be
tween the linear image sensor and the linear grating to no more than 1 
mm. As the linear scan image sensor moves along the measurement di
rection, it collects the projection pattern of the coded line on the linear 
grating and then realizes the decoding, subdivision, and other 
operations. 

3. Absolute coding and identification 

3.1. Absolute encoding 

The traditional grating marking method involves marking “grating 
lines” with equal period, equal spacing, and equal width in the linear 
range. Here, we transformed the grating lines into “wide” and “narrow” 
to form a “wide” coded line and “narrow” coded line to secure absolute 
grid line position values, which respectively represent “1” and “0” 
coding elements. 

If the linear grating contains M coding intervals, then at least M + m- 
1 coded lines are needed (the binary digits of M are m). When we identify 
M + m-1 codes, we must obtain the binary code value of m-bit. If the 
coding element represented by the i-th coded line is Xi, we set m-bit 
coded value are {Xi, Xi+1, …, Xi+9, Xi+m-1}, and the adjacent m coding 
elements form a group of codes that are expressed as {Xi, Xi+1, …, Xi+9, 
Xi+m-1}. As the linear image sensor moves along the grating direction, 
the recognized coding group changes from {Xi, Xi+1, …, Xi+m-2, Xi+m-1} 
to {Xi+1, Xi+2, …, Xi+m-1, Xi+m} and form a new coding group (Fig. 4). 

Moving the image sensor M times produces M group coding. We set 
the initial coding group as {0,0,0,0,0,0,0,0,0,1} (#1 coding group in 
Fig. 4). We calculated the value of each bit code-element Xi by “XOR” 
operation of the first m coding element values to ensure that each coding 
group was unique: 

Xi = k1Xi− 1 ⊕ k2Xi− 2 ⊕ ⋯ ⊕ kmXi− m (1)  

where“⊕“represents the “XOR” operation and k1-km is the coefficient 
(value “0” or “1”). Reasonable selection of the k1-km value can produce 
up to 2m groups of different codes with the previous M encoding group. 
We set the decoding value of each group of codes is A, which can be 
expressed as the value of i. 

We set M = 500 here with the binary digits of M as m = 9-bit. We 
plugged the k1-km values into MATLAB software. When it can produce 
up to 2m groups of different codes, the code-element is confirmed as 
follows: 

Xi = Xi− 1 ⊕ Xi− 6 (2)  

No imaging lens is used in this case, so it is necessary to match the im
aging range with the coding recognition region. We set the range of 
linear grating to L and the field length of linear scan image sensor is 
lsensor. When the number of codes on the grating is M, the vision field of 

image sensor should contain at least m coded lines (the binary digits of M 
is m), that is, the value of M should meet the following constraint: 

lsensor⩾
L
M

⋅m (3)  

3.2. Code recognition 

When we recognized and decoded the encoded lines on the grating, 
we only needed to judge the “width” and “narrowness” of each line in 
the imaging field lsensor to obtain the encoded value. The decoding value 
of the current position can be obtained by looking it up in the decoding 
table. The code recognition principle is shown in Fig. 5. 

According to Fig. 5, when the number of coded lines is m = 9-bit, the 
image collected by the image sensor contains 9 coded lines. To deter
mine their respective widths, we binarized the image and calculated the 
value Wj of the j-th coded line accordingly. Because the distance be
tween adjacent coding lines is L/M, we set the width threshold β = L/2M 
and calculated the value expressed by the coding element Cj as follows: 

Cj =

{
1,Wj⩾β

0,Wj < β

(

j = 1, ...., 9) (4)  

Equation (4) reveals the Cj value of j = 1–9. As shown in Fig. 5, the 
recognized coding group was {C1, C2, …, C9}={0, 1, 0, 0, 1, 1, 1, 1, 1}. 
We can get the decoding value to A (A = i) according to the decoding 
lookup table. 

4. Subdivision algorithm 

4.1. Location algorithm 

Subdivision is realized by locating the coded lines accurately. We 
adopted the coding line positioning algorithm based on quadratic 
function fitting algorithm [13] for enhanced robustness, as shown in 
Fig. 6. 

In Fig. 6, x is the pixel positions, y(x) is the gray value of x-th pixel. 
The gray value curve of the coding line approximates a quadratic 
function curve. We used the following quadratic function to fit it: 

f (x) = c1x2 + c2x+ c3 (5)  

where c1, c2, and c3 are the coefficients. We minimized the square of the 
difference between f(x) and y(x) to determine the coefficients: 

F = min{
∑

[f (x) − y(x)]2} (6)  

We can represent the location of the coding line by the maximum value 
of the function f(x). The positioning values can be calculated as follows: 

xk = −
c2

2c1
(7)  

where xk represents the position of the k-th coding line in the image. 
We used multiple acquisition to de-noise the positioning operation 

result. If the positioning value of the k-th line is xk(i) at time i, then the 

Fig. 4. Coding principle (m = 9).  Fig. 5. Coding recognition principle.  
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values of the previous n acquisition are xk(i-1), xk(i-2),…, xk(i-n-1),…,xk 
(i-n), respectively. The mean value between the values at time i and the 
previous n times can be calculated to obtain a stable positioning value: 

x′

k(i) =
xk(i) + xk(i − 1) + xk(i − 2) + ...+ xk(i − n)

n + 1
(8) 

Equation (8) is an n + 1 order de-noising algorithm that can effec
tively suppress noise because it takes the average value among all values 
at adjacent sampling times. 

Finally, we used the de-noised x’k for subdivision operation. 

4.2. Subdivision algorithm 

According to the LDM principle, a lack of uniformity in the coded 
lines on the linear grating affects the measurement accuracy. To elimi
nate error, we fused multiple coded lines on the linear grating to 
calculate the subdivision interval. The linear array image information 
we collected is shown in Fig. 7. 

In Fig. 7, x is the pixel positions, y(x) is the gray value of x-th pixel. As 
shown in Fig. 7(a), we established a coordinate system with the center 
point of the image sensor as the zero point; the × axis of the coordinate 
system is the pixel position in the image and the y axis is the gray value 
of the pixel. The variables a1-a9 are the respective coding lines in the 
image. The lines with a4 as the center symmetry are {a1, a7}, {a2, a6}, 
{a3, a5}; the symmetrical lines are centered on a5 are {a2, a8}, {a3, a7}, 

{a4, a6}. We applied Equation (8) to calculate the position of all coded 
lines a1-a9, which are expressed as x’1-x’9, respectively. A multi-line 
fusion algorithm can then be applied to the end points of the subdivi
sion interval on both sides of the image midpoint: 

xa =

(
x′

1 + x′

7

)
+
(
x′

2 + x′

6

)
+
(
x′

3 + x′

5

)
+ x′

4

7
(9)  

xb =

(
x′

2 + x′

8

)
+
(
x′

3 + x′

7

)
+
(
x′

4 + x′

6

)
+ x′

5

7
(10) 

We next used the ratio algorithm for subdivision operation, as shown 
in Fig. 7(b); xa and xb are the end points of subdivision interval calcu
lated by Equations (9) and (10), xb-xa is the length of the subdivision 
interval, and the distance between xb and y axis is the subdivision offset. 
As per the relationship shown in Fig. 7(b), 

In the subdivision operation, we assume that we expect to achieve 
η-fold subdivision operation. Then, it is necessary to realize the subdi
vision of a within the space range of coding lines (expressed as xb-xa). To 
realize the subdivision operation, we map xb-xa to the value of η. 
Therefore, the proposed subdivision operation is shown as follow: 

B = η⋅
xb

xb − xa
= 500000⋅

xb

xb − xa
(11)  

where η is the mapping value of the subdivision operation. Its physical 
meaning is the quantized value of the code line interval. A larger 
quantized η values indicates a higher achievable subdivision multiple. In 
this paper, we make η = 500000. 

After connecting the decoding value A and subdivision value B, the 
displacement measurement value D can be obtained alongside high- 
resolution measurement values. D can be expressed as follows: 

D = A⋅η+B (12)  

5. Experiment 

To validate the proposed LDM method, we designed a linear grating 
with a length of 250 mm and built a sliding support for experimentation. 
The experimental device is shown in Fig. 8. 

In order to improve the stain resistance of grating, we use metal 
materials to design and manufacture grating. Thus, a plurality of hol
lowed out coding lines are carved on the metal ruler. Although the 
design accuracy of metal grating is not as high as that of glass, the 
proposed method is verified in this experiment. 

We use linear image sensor for measurement. There are [1 × 512] 
pixels in the image sensor with pixel size of 12.7 μm. The field of vision 
of the image sensor is 6.5 mm. The measurement frequency response 
based on image sensor is 800 Hz. 

The range of the designed linear grating is 250 mm. There are 500 
coded lines in the range. The spacing of the coded lines is 250 mm/500 
= 0.5 mm. We set η = 500000 and achieved a 500000-fold subdivision by 

Fig. 6. Quadratic fitting location algorithm.  

Fig. 7. (a) Coordinate system in collected images Fig. 7 (b) Principle of sub
division operation. Fig. 8. Experimental device.  
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the subdivision algorithm, thus achieving a measurement resolution of 
0.5 mm/500000 = 1 nm. All the key information is shown in Table1. 

5.1. Measurement optical path verification 

When 500 coded lines are scribed in the range of 250 mm, the 
number of coding recognition bits is 9-bit. Therefore, the image sensor 
needs to collect at least nine coded line patterns. The image collected by 
the linear image sensor is shown in Fig. 9(a), and the image after the [1 
× 7] mean filtering algorithm is shown in Fig. 9(b). There are more than 
nine coded lines in the collected image; noise was eliminated after 
operating the mean filtering algorithm. The image contains a pattern of 
“wide and narrow” coded lines that can be used for LDM. 

5.2. Decode verification 

The image recognition algorithm was used to recognize the “wide” 
and “narrow” coded lines in the image. Then, we arrange all the coding 
arrays obtained by Equation (8) in order, and set the decoding value of 
one-to-one correspondence to A = i (i = 0 ~ 511). Then the decoding 
table was queried to realize the decoding. When the image sensor moves 
slowly, the continuous acquisition codes are as shown in Table 2. 

By moving image sensor, we found that decoding values were carried 
out successively and continuously when the image sensor moved 
continuously. 

5.3. Location algorithm test 

We verified the proposed location algorithm by first applying 
Equation (7) to continuously locate the a6 line in Fig. 9(b), and collected 
1000 positioning values. The fluctuation curve of the a6 line positioning 
value is shown in Fig. 10(a); its fluctuation mean square error is 
0.0013pixels. 

Next, we used the multi-line fusion algorithm (Equation (10)) to 
locate the a6 line. The result after 1000 consecutive acquisitions is 
shown in Fig. 10(b), where the mean square deviation of fluctuation is 
0.0008879pixels. 

Finally, we set n + 1 = 9 in Equation (8) to de-noise the a6 line. The 
positioning result is shown in Fig. 10(c); its fluctuation mean square 
error is 0.00007489pixels. 

The values appear to fluctuate in Fig. 10(a), but there is no such 
positioning noise shown in Fig. 10(c). Since the pixel spacing of the 
image sensor we used is 12.7 μm, so the measurement fluctuation caused 
by the noise is 12.7 μm × 0.00007489pixel≈0.00095 μm.The fluctuation 
value is less than 1 nm, which suggests that the proposed algorithm is 
effective. 

5.4. Resolution test 

We set η = 500000 and applied the proposed subdivision algorithm 
to the experimental device. Output values were gathered continuously 
100 times as the experimental device was moved slowly, as shown in 
Fig. 11(a). The LDM output value jumped between 122923453 nm and 
122923458 nm, with a single jump within 1 nm. There was no cross- 
resolution jump and the output was continuous in this case. 

Next, we faster moved the image sensor and collected LDM output 
data 1000 times. As shown in Fig. 11(b), the LDM output values were 
accurate and continuously increased as the image sensor moved. 

It can be seen that there is no error in the output of the proposed 
device. It achieved a measurement resolution of 1 nm. 

5.5. Repeatability test 

We used a laser interferometer to calibrate its error as shown in 
Fig. 12. The measurement temperature is room temperature(25℃). 

In Fig. 12, the resolution of the laser interferometer is 1 nm and the 
linear measurement accuracy is 0.5 ppm, dynamic frequency is 50 kHz. 

Five times measurements were carried out to verify the repeatability 
of the proposed equipment. Based on the laser interferometer, we record 

Table 1 
Key information of experimental device.  

Key specifications Information 

Resolution of linear image sensor 1 × 512pixels 
Pixel size 12.7 μm 
Imaging field of vision 6.5 mm 
Measuring frequency response 800 Hz 
Measuring range 250 mm 
Measurement resolution 0.001 μm  
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(a) Image before filtering
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Fig. 9. (a) Image before filtering Fig. 9 (b) Filtered image.  

Table 2 
Decoding table.  

NO. Coded values Decoding values 

0 000,000,000 00,000,000 
1 000,000,001 00,000,001 
… … … 
80 010,011,111 001,010,000 
81 100,111,111 001,010,001 
82 001,111,110 001,010,010 
83 011,111,101 001,010,011 
84 111,111,011 001,010,100 
85 111,110,110 001,010,101 
86 111,101,100 001,010,110 
87 111,011,001 001,010,111 
88 110,110,010 001,011,000 
89 101,100,100 001,011,001 
… … … 
510 010,000,000 111,111,110 
511 100,000,000 111,111,111  

H. Yu et al.                                                                                                                                                                                                                                       



Measurement 182 (2021) 109738

6

the error value once every 10 mm interval, and record 26 error values in 
the range of 0 ~ 250 mm. The error data obtained are shown in Table 3. 

The standard deviation of measurement error for each position is 
given in the Table 3. We measure the repeatability error by the mean of 
all standard deviations, which is 0.51 μm. 

5.6. Accuracy test 

To verify the accuracy of our test equipment, we use the mean value 
of error data in Table 4 to measure the measurement accuracy. The error 
of the device is shown in Table.4, the error curve is shown in Fig. 13(a) . 

Since the calibration grating is not parallel to the moving direction of 
the guide rail, the error in Fig. 13(a) contains a systematic error (cosine 
error). The systematic error is shown in Fig. 13(b). The systematic error 
can be expressed as E = 0.2206x-1.5947 by fitting. The fitting 

determination coefficient is R2 = 0.9946. 
The error curve after removing the systematic error is shown in 

Fig. 13(c).The mean square error is σ = 1.76 μm in Fig. 13(c). We 
represent the precision with the numerical value of σ, so it has an ac
curacy of 1.76 μm, which further confirm that the proposed image-type 
LDM is capable of superior measurement performance. 
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Fig. 10. (a) Positioning wave curve Fig. 10 (b) Location result of multi-line 
fusion Fig. 10 (c) Location curve after 9-th order denoising. 

0 20 40 60 80 100
122,923,453

122,923,454

122,923,455

122,923,456

122,923,457

122,923,458

Times

O
ut

pu
t(n

m
)

(a) Output values, slowly moving image sensor 

0 200 400 600 800 1000
3.235

3.24

3.245

3.25

3.255

3.26

3.265

3.27
x 107

Times

O
ut

pu
t (

nm
)

(b) Output values, faster moving image sensor

Fig. 11. (a) Output values, slowly moving image sensor Fig. 11(b) Output 
values, faster moving image sensor. 

Fig. 12. Error test.  
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5.7. Error analysis 

Through the error test experiment, it can be seen that there are 
system error and random error in the measurement error. The random 
error has a great influence on the measurement accuracy. The analysis 
error is as follows: 

System error. It is the cosine error caused by the angle between the 
calibration grating and the moving direction of the image sensor. The 
error can be eliminated by reducing the angle between the calibration 
grating and the moving direction of the image sensor. 

Random error. It is the error caused by the change of the distance 
between the image sensor and the calibration grating. According to 
Fig. 3(b), the distance between the image sensor and the calibration 
grating should be less than 1 mm, and the distance should be kept 
constant. In our experiment, the distance between the image sensor and 

the calibration grating will inevitably change due to the use of the 
translation guide to drive the image sensor directly. If the sliding bearing 
and spring device are used to fix the image sensor to keep the distance 
constant, the random error will be greatly reduced. In addition, the 
factors of random error also include: 1) the size of the feature on the 
grating had some deviation against the ideal value. 2) the pixel size had 
deviation against the ideal value. 

6. Conclusions 

Absolute LDM via image processing algorithm outperforms tradi
tional technology, giving it distinct advantages in the absolute high- 
performance displacement measurement field. In a previous study, we 
found that the use of an imaging lens for image magnification enhances 
measurement resolution, but also makes the measurement device larger, 
produces a more complex optical path, and makes the system vulnerable 
to vibration, virtual focus, and other effects. A lensless imaging LDM 
method was established in this study based on grating projection im
aging, a coding method was developed based on the linear array image 
sensor, and the image processing algorithm was applied for subdivision 
operation. 

The range of the designed LDM device was determined to be 250 mm; 
500 sets of coding standards can be marked in the range and 500000- 
fold subdivision is possible. After applying the subdivision algorithm, 
the LDM device can achieve a measurement resolution of 1 nm with 1.78 
μm measurement accuracy (mean square deviation). The research pre
sented in this paper may provide a sound basis for future high-resolution 
and high-reliability LDM technologies. 
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Table 3 
Repeatability test (units: um).  

Position No.1 No.2 No.3 No.4 No.5 standard deviation Position No.1 No.2 No.3 No.4 No.5 standard deviation 

0 0 0 0 0 0 0.00 130 25.8 22.1 24.1 23.8 24.5 1.34 
10 2.8 1.95 2.6 1.99 2.2 0.38 140 30.1 25.6 28.5 27.5 29.8 1.09 
20 5.3 4.9 5.2 5.1 5.2 0.15 150 34.7 35.7 33.4 34.5 34.2 0.83 
30 4.4 3.9 3.8 5.6 5.5 0.16 160 34.0 31.7 32.3 35.1 35.8 0.32 
40 7.0 8.2 7.1 7.5 7.8 0.50 170 37.7 36.4 35.4 36.9 36.9 0.47 
50 9.4 9.1 8.6 8.9 9.1 0.29 180 37.6 35.1 36.2 39.1 38.9 0.39 
60 9.4 9.8 8.9 9.2 9.2 0.33 190 43.5 43.1 42.8 43.2 43.4 0.27 
70 13.4 13.2 12.2 13.1 13.4 0.50 200 43.7 42.7 43.8 43.1 43.5 0.46 
80 15.7 14.1 12.7 14.8 15.4 0.44 210 44.4 43.4 43.5 44.1 44.5 0.51 
90 15.6 19.5 20.1 15.1 15.2 0.56 220 45.9 42.2 43.8 44.5 45.6 0.55 
100 20.8 21.5 24.1 19.8 20.1 0.48 230 48.8 47.1 46.9 47.9 47.5 0.63 
110 21.7 22.1 24.1 21.2 19.5 0.99 240 52.6 50.8 51.2 52.4 52.4 0.30 
120 23.6 25.6 28.5 23.1 23.2 0.98 250 52.0 51.2 53.1 53.5 53.5 0.39  

Table 4 
Error data (units: um).  

Position Error Position Error 

0 0.00 130 24.06 
10 2.31 140 29.12 
20 5.14 150 34.50 
30 5.70 160 35.64 
40 7.52 170 36.94 
50 9.02 180 39.34 
60 9.30 190 43.20 
70 13.06 200 43.36 
80 15.08 210 44.22 
90 15.04 220 45.22 
100 20.06 230 47.82 
110 20.44 240 52.66 
120 23.10 250 53.48  

Fig. 13. Error curve.  
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