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ABSTRACT

Amounts of cost-effective biological observing and detecting instruments are needed in biology and medical
applications. In these demands, a low-cost, portable microscope with light-weight and tele-communication, is
very attractive in the resource-limit area. In this manuscript, a portable singlet phase contrast microscope based
on smart-phones are proposed. In the optics hardware, an external singlet lens is designed and closely attached
before the rear cameras of a smart-phone, which constructs the imaging part of a simplified microscope. And a
circular oblique illumination is adopted. In the computational imaging part, the in-focus images recorded by the
smart-phone are virtually enhanced and style-transferred to phase contrast images by deep learning methods.
Through pairs of experimental image data, we train the deep learning network and demonstrate the effectiveness
of this virtual phase contrast imaging approach using multiple samples, e.g., unstained/transparent tumor tissue
pathological slide, and H&E (Hematoxylin and Eosin) stained tumor tissue pathological slide. Our results provide
a powerful example of low-cost portable phase contrast microscope with high-speed tele-communication abilities
in the 5G + mobile internet era.

1. Introduction

Commercial microscopes are widely used for diagnosis in biological
and medical applications. These microscopes are expensive and bulky
with precise optics configurations and must be fixed in a research-level
environment, which is difficultly acquired in resource-limited areas.
Thus, in recent years, low-cost portable microscopes based on smart-
phone, attract researchers and engineers’ focus. These low-cost
portable microscopes make full use of the consumer electronic prod-
uct’s advantages, including the cameras, the tele-communication abil-
ity, the software applications (APPs) eco-system, the low price and so-on
[1-6]. Thanks to former efforts, smart-phone microscopes have
demonstrated its promise as a powerful micro-level imaging tool for bio-
sample, e.g., medical pathologic slides. As the attractive advantages of

free-from-assembling and light-weight-package, singlets imaging/mi-
croscopy is also a hot optical topic [7-11]. In contrast to multiple-piece
lens, many industrial procedures about assembling and measurements
are exempt in a singlet lens. Freeform-surface lens, diffractive-surface
lens, meta-material lens and meta-surface lens have been developed to
achieve singlet imaging [10,11]. In reported portable smart-phone mi-
croscopes, reversed cell-phone lens, commercial microscope objectives
and reversed short-focal-length monitoring lens are used in smart-phone
microscopes, which all functions as the objective lens [5,12-15]. These
‘objective lens’ are still different kinds of multiple-piece lens, which
cannot essentially reduce industrial costs and procedures about assem-
bling and measurements. Besides, these ‘objective lens’ are not initially
designed for smart-phone microscope, where the field of view (FOV) is
limited and vignetting exists as the field and aperture mismatch. In this
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manuscript, we propose an aspheric singlet lens as the extensible lens
attached before the rear camera lens of the smart-phone.

In the resource-limited area, chemical dyeing is another difficult
work, which costs time, well-trained labor and chemical reagent/in-
struments. After chemical dyeing, the tissue/cell would be observed
easily and colorfully under a basic brightfield microscope. It is very
popular and attractive for microscopic analysis by bio/medical experts.
Besides, chemical dyeing would kill the cells, which cannot observe
biological and medical specimens in vitro. Free from chemical dyeing,
phase contrast microscopy (PCM) is invented for transparent and weakly
scattering sample [16-25]. PCM provides phase information about the
refractive index distribution of transparent specimens. The best advan-
tage of PCM is that it does not require any chemical dyeing or fluores-
cent labelling. Although it seems to provide a microscopy technology to
observe specimens without labelling and staining, microscopes relating
with PCM are with complex optical configurations and computing time
cost. Zernike phase contrast (ZPC) microscopes need an inset circular
Zernike phase plate at the Fourier spectrum of the microscope objective
lens [16]. Differential interference contrast (DIC) microscopes [17] need
a fine assembled birefringent crystal, e.g., Wollaston prism. And other
quantitative phase imaging (QPI) microscopes could get the quantitative
phase of the sample, which mainly include the interference holography
and computational QPI methods. The interference holography QPI
technologies are based on two-path interferometer configurations,
which are very complex and sensitive to the environment noise. In
contrast, the computational QPI technologies [18-25] are cost-effective,
such as transport-of-intensity equation (TIE), G-S phase retrieval itera-
tions and Fourier ptychographic microscopy (FPM) and deep learning
methods. Among them, deep learning methods show the potential to
reduce the computing time much. In this manuscript, we propose an
image-style-transfer deep learning method to get virtual phase contrast
images for our smart-phone microscope.

There are two highlights, covering the optics hardware and the
computational imaging method, are introduced in this manuscript. In
optics hardware, a designed singlet aspheric lens is attached before the
rear cameras of the smart-phone, which works as the function of a mi-
croscope objective lens. Our designed aspheric singlet lens keeps the
same modulation transfer function (MTF) curves across all FOVs, which
is very important in signal processing methods. Different from the
brightfield microscopy and above mentioned computationally modu-
lating illuminations, the quasi-monochromatic circular oblique light is
adopted. After recording by the smart-phone camera, the picture data
are transmitted to the computer by the 5G/WIFI telecommunication. In
the computational imaging part, the picture is virtually enhanced to a
phase contrast image by the image-style-transfer deep learning method,
without any inset Zernike phase plate.

In the following contents, firstly, we introduce the principle and
guidelines to achieve our smart-phone phase contrast microscope.
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Secondly, the singlet aspheric lens, functioning as the objective lens, is
designed and analyzed. Thirdly, a generative adversarial network (GAN)
based deep learning method is stated. Fourthly, we demonstrate the
effectiveness of this virtual phase contrast imaging approach using
multiple samples, e.g., unstained/transparent tumor tissue pathological
slide, and H&E (Hematoxylin and Eosin) stained tumor tissue patho-
logical slide. In final, some limits, assumptions and explanations are
discussed.

2. Theory and method
2.1. Zernike phase contrast

Presented in Fig. 1 is a cut-away diagram of a phase contrast mi-
croscope [16]. Partially coherent illumination produced by a light
source, e.g., LED and halogen lamp, is directed through a collector lens
and focused on a specialized annulus. The annulus is at the front focal
plane of the substage condenser. After passing through the annulus and
the substage condenser, the light wavefront is modulated by the spec-
imen. The wavefront is diffracted and retarded in phase by structures
and phase gradients of the specimen. However, when the specimen is
transparent, most of the energy is still undeviated background light. The
modulated information light and the background light are both collected
by the microscope objective lens. But they are segregated at the rear
focal plane by a phase plate at the Fourier spectrum plane. Finally, a
phase contrast image is observed in the CMOS image sensor.

2.2. Virtual phase contrast microscopy

In contrast to Fig. 1, we propose a cost-effective virtual phase
contrast microscopy, whose hardware and working flow are illustrated
in Fig. 2. As shown in Fig. 2 (a), the illumination part is almost same with
that in Fig. 1. The illumination is a blue LED. However, a designed
aspheric singlet lens is as the microscope objective lens, which is closely
put before the rear camera of a smart-phone. The rear camera equals to
the combination of the tube lens and the CMOS image sensor (in Fig. 1).
The working flow is shown in Fig. 2 (b). The working flow are typed as
‘training flow’, which is expressed as the black arrow and ‘practical
working flow’, which is expressed as the blue arrow. In the training flow,
firstly, a set of images, i.e. Iy, are recorded by our smart-phone micro-
scope. Secondly, I, are formatted into grey images, and are enhanced as
I by the deep learning deconvolution reported in Ref [26]. Another
image set of the same bio-sample, i.e. I'1, are recorded by a research-
level Zernike phase contrast microscope, whose principle is same with
that in Fig. 1. Thirdly, ; and I'; are digitally resolution-scaled and
registered. Fourthly, the style-transfer DNN kernel is iteratively trained,
where I; is the ‘input data” and I'; is the ‘real data’. The style-transfer
DNN training details would be explained in Section 2.4. After the
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Fig. 1. Schematic of traditional Zernike phase contrast microscopy.
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Fig. 2. Virtual phase contrast microscopy based on a smart-phone and an aspheric singlet objective lens. (a) Schematic of the setup. (b) Working flowchart based on

deep learning style-transfer method.

style-transfer DNN kernel is got, it would be used in the ‘practical
working flow’, which is shown as the blue arrow in Fig. 2 (b). By the
style-transfer deep convolution, we would achieve the high-contrast
virtual phase contrast imaging of the transparent bio-samples.

2.3. Singlet aspheric lens

Effects of the optical imaging system aberrations can be described as
the Normalized Modulation Transfer Function (NMTF), which can
quantify the signal transferring performance exactly. A singlet lens
cannot eliminate aberrations across a large FOV. A low NMTF value
means a low contrast, but the spatial frequency still could pass the lens.
The spatial frequency is usually limited by the cut-off spatial frequency.
And a linear signal imaging system helps computational imaging
methods. Thus, we design a singlet lens for our smart-phone phase
contrast microscope, whose characteristics should be: (1) a linear signal
imaging system; (2) the cut-off frequency should be close to the
diffraction-limited cut-off frequency. As shown in Fig. 3(a), we design
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Fig. 3. Aspheric singlet lens. (a) Optical design schematic. (b) Photograph: the
effective aspheric area is in the yellow circle, and the circular area between the
yellow circle and the red circle is the mechanical supporting part. It is made
of E48R.

the aspheric singlet lens in a reversed optical path. The CMOS image
sensor is viewed as the object plane. The complex rear camera of the
smart-phone is effectively simplified as a paraxial ideal lens, as its ab-
errations are balanced. The design targets are: the effective focal length
isf=10 mm, NA = 0.1 and the FOV is + 2.5 mm. After the ‘initial-build’
and ‘iterative optimization’ steps [26], we designed the singlet lens
successfully, which is expressed as Eq. (1) and shown in Fig. 3.

cr?

1++/1-(1+k)c?r?

Z= +a? ot asr® 4+ agr® + asr® 6))

where c is the curvature (1/R), k is the aspheric coefficient, and « is high
order terms coefficients. The photograph of the singlet lens is Fig. 3(b),
the effective aspheric area is in the yellow circle, where the maximum
aperture is 3 mm. And the circular area between the yellow circle and
the red circle is the mechanical supporting part, where the diameter of
the red circle is 10 mm. And the manufacture details are shown in Fig. 4.
The singlet lens material is E48R, which is provided by ZEON Corp,
JAPAN. The RMS surface error of both surfaces should be less than 1/3
(A = 632 nm). Both their centration should be less than 1 arcmin. Their
surface qualities should be better than 60-30 scratch-dig. And the sur-
face roughness (RMS Rq) should be less than 5 nm. The effective aper-
ture of the first surface is 2 mm, and that of the second surface is 3 mm.
And the center thickness is 2.02 mm.

Fig. 5(a) is about the NMTF curves of our designed lens. The NMTF
curves at all FOVs (0-2.5 mm) are consistent. Although the NMTF curves
are all lower than the diffraction limit NMTF curve, the singlet lens
keeps the linear signal imaging properties, which is helpful for the deep
learning deconvolution and deep learning style-transfer methods. In
contrast, shown in Fig. 5(b), the designed aspheric singlet lens, which is
constructed by optimizing the spot radius values of all FOVs, has a
degrading NMTF with the FOV increasing. This means it is difficult to get
a linear signal imaging system by the traditional aspheric singlet lens
designing method, i.e., optimizing the spot radius values.

2.4. GAN deep learning image-style-transfer

Deep learning style-transfer methods has been used to transfer the
style of a reference style photo onto another input picture [27-39],
which have been applied into biomedical images [27-36], virtual color
stain [37-38] and so on. In our method, we also design a DNN network
to transfer the images recorded by the smart-phone to the phase contrast
style. The DNN network cannot produce new textures, structures and
information, but could improve the contrast of original recorded images.
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Fig. 6. A U-net GAN network to achieve deep learning image-style-transfer.
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Our idea is inspired by the exiting image-style-transfer deep learning
methods and their DNN networks [28-39]. To prevent painting-like
distortions, wiggly edges, wavy textures, and make full use of the orig-
inal image features, we use the U-net network structure with residual
learning and skip connections, which is shown in Fig. 6. Following the
digital registration and deep learning deconvolution, the image pairs are
partitioned to overlapping patches of 256 x 256 pixels. And 2048 pairs
data are for training, and 100 pairs data are for testing. Then they are
input to a GAN model for deep training. The GAN consists of a generator
network (GN) and a discriminator network (DN), which are both deep
convolution networks and contest with each other in the form of a dy-
namic zero-sum game. The DN consists of a Conv2D layer, 7 Dense
blocks, a ReLU layers, a Dense layer and a Sigmoid layer. And the DN
output is a BOOL value (fake or true). The DN’s loss function is given by:

Ipy = D(G(IGI))2 +(1- D(]CI))27 2)

where D(.) is the DN convolution operating and G(.) is the GN convo-
lution operating. In Fig. 6 and Eq. (2), the I is the output data of the GN;
the Io is the input data of the GN, which is the deconvoluted smart-
phone microscope data; and I¢ is “ground truth” of the DN, which is
the Zernike phase contrast microscopy images. In the dynamic zero-sum
contesting game, GN tries to output/generate images as same statistical
features as I¢;. In contrast, DN tries to distinguish the GN output image
and the ‘ground truth’. For the GN, we adapted the U-net architecture,
which consists of a down-sampling path, skip stackings and an up-
sampling path. In the down-sampling path, each block consists of two
Conv2d layers, two Batch Norm layers, and a ReLU layer. To avoid
gradient disappearing, skip additions are widely used. In the up-
sampling path, each block consists of a Batch Norm layer, two Conv2d
layers and 3 ReLU layers. In the GN, the loss function is defined as:

Igy = Li{lci, G} + A x TV{G} + a x (1 — D(G))?, 3)

where L;{.} is the absolute difference between the GN output image and
its ‘ground truth’, TV{.} stands for the total variation regularization that
is being applied to the generator output, and the last term reflects a
penalty related to the discriminator network prediction of the generator
output [26]. The GAN was implemented using TensorFlow framework
version 2.1 and Python version 3.7. We implemented the software on a
desktop computer with a Core i7-7700 K CPU @ 4.2 GHz (Intel) and 64
GB of RAM. The network training and testing were performed using
GeForce GTX 1080Ti GPUs (NVIDA).

3. Experiments
3.1. Material and setup

The demo setup of our smart-phone phase contrast microscope is

(a)

Bio-sample slide~

§g1art-phoue + singlet lens (b)
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shown in Fig. 7. The 3D design in Fig. 7(a) is developed on the basis of
the 2D theorem schematic in Fig. 2(a). The portable microscope in Fig. 7
(c) is with a 3D size of 12 cm x 10 c¢cm x 17 cm, and the weight is only
~ 400 g. A blue LED (JXLED3WB, JUXIANG Optics, China) with the
power of 3 W is used as the quasi-monochromatic illumination. The
singlet lens is fabricated by the cooperation of Nanjing University of
Science & Technology (NUST) and Soochow University. And the mate-
rial of our aspheric singlet lens is E48R, which is provided by ZEON
Corp, JAPAN. The bio-sample is on a 3D printed holder, which is fixed
on a XYZ axial fine adjuster (XR25C/M, ZHISHUN, China). The resolu-
tion of XYZ axial adjuster is 10 pm. The position of the singlet aspherical
lens can be adjusted by a Z-axis translation stage (XR25C/M, ZHISHUN,
China). The structural shell of our microscope is fabricated by 3D print
technology (printed by NUST, China).

The bio-sample is processed in the lab of Suzhou Municipal Hospital
(SMH). The tumor tissues are sliced into ~2-4 pm section. Half of them
are unstained, and the others are stained with H&E. All the bio-samples
used in this study were obtained from the SMH. They were prepared
from existing specimen, following de-identification of the basic clinical
information. Therefore, this work did not interfere with standard prac-
tices of diagnosis and treatment. These samples are all approved and
supervised by the Medical Ethics Committee of SHM. These tumor tissue
sections are then baked at 68 °C for 30 min to prevent falling and
deparaffinized through xylene, absolute and 95% alcohols to distilled
water. After bio-samples preparation, the sections are dyed with he-
matoxylin and eosin in turn, dehydrated through graded ethanol solu-
tions and cleared with xylene. Finally, the H&E stained and unstained
slides are sealed with a half drop of neutral resin gum and covered with a
coverslip.

3.2. Results

Following the data collection, image registration, deep learning
deconvolution and deep learning style-transfer, we would get virtual
phase contrast microscopy for transparent bio-sample, i.e., unstained/
transparent tumor tissue pathological slide, and H&E stained tumor
tissue pathological slide. Figs. 8 and 9 visually demonstrate the high-
fidelity performance of the GAN-based virtual phase contrast micro-
scopy. We use the structural similarity (SSIM) index as a standard to
compare two sets of images.

Fig. 8 (a) is the Zernike phase contrast image for the unstained tumor
tissue, collected by the research-level microscope (NIB 900, NOVEL,
CHINA). Fig. 8 (b) is the image recorded by the smart-phone microscope.
Fig. 8 (c) is the virtual phase contrast image by deep learning style-
transfer method. Fig. 8 (d) is the image under the brightfield mode of
the research-level microscope (NIB 900), where the unstained trans-
parent bio-sample cannot be observed. The SSIM between the Fig. 8 (b)
and Fig. 8(a) is 0.53, while the SSIM between the Fig. 8 (c) and Fig. 8(a)

N

<~ unstained

<= H&E stained

a0

-~y

‘-
N

Fig. 7. Demo setup of our smart-phone phase contrast microscope. (a) 3D design diagram, the yellow scale bar is ~3 cm. (b) Photographs of unstained and H&E
stained tumor tissue slides, which are with a size of 75 mm*25 mm*1mm. (c) Photograph of our smart-phone phase contrast microscope, the blue scale bar is ~5 cm.
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Fig. 8. Style-transfer virtual phase contrast image of unstained tumor tissue. (a) Zernike phase contrast image collected by a research-level microscope (NIB 900). (b)
Greyed and deconvoluted image recorded by the smart-phone microscope. (c) Virtual phase contrast image by deep learning style-transfer method. (d) Brightfield
image collected by a research-level microscope (NIB 900). The yellow scalar bar is ~50 pm.

[

Fig. 9. Style-transfer virtual phase contrast image of H&E stained tumor tissue. (a) Zernike phase contrast image collected by a research-level microscope (NIB 900).
(b) Greyed and deconvoluted image recorded by the smart-phone microscope. (c) Virtual phase contrast image by deep learning style-transfer method. (d) Colorful
brightfield image collected by a research-level microscope (NIB 900). The yellow scalar bar is ~100 pm.

is improved up to 0.72.

Fig. 8 shows the phase contrast microscopy performance for totally
transparent pathological tissue slide by our methods. In traditional
staining pathological diagnosis, H&E staining and brightfield micro-
scopy are viewed as a gold-standard and a routine by hospital. Here, we
also use a H&E stained tissue slide to show our methods’ imaging per-
formance. Fig. 9(a) is the Zernike phase contrast image for the H&E
stained tumor tissue, collected by the research-level microscope (NIB
900). Fig. 9(b) is the image recorded by the smart-phone microscope.
Fig. 9(c) is the virtual phase contrast image by deep learning style-
transfer method. Fig. 9(d) is the colorful bio-sample image under the
brightfield mode of the research-level microscope (NIB 900). The SSIM
between the Fig. 9(b) and Fig. 9(a) is 0.59, while the SSIM between the
Fig. 9(c) and Fig. 9(a) is improved up to 0.71.

Actually, in the computational imaging part, it is a deep learning
style-transfer method to transfer the phase contrast style onto an oblique
illumination microscopy image. When a totally transparent bio-sample
is in a brightfield illumination, such as Fig. 8(d), the background light
is very strong and the signal light modulated by the transparent object is
very weak. Background light and low-frequency is strong, but with less
useful information. However, the circular oblique illumination helps
suppressing the strong background light. Under circular oblique illu-
mination, the edge and refractive index changes would be highlights.
The extreme situation of circular oblique illumination is the dark-field
microscopy, which has been widely used to observe high-frequency
details, which ignoring the low-/middle- frequency information. By
the way, our virtual phase contrast microscopy is a style-transfer deep

convolution. It can enhance the image contrast in visual sense, but
cannot create new information. Thus, it fails to transfer the brightfield
images (i.e., Fig. 8(d)) of transparent bio-sample into the phase contrast

style.
4. Discussion

Apparently, our singlet objective lens is free from assembling and
precise packaging, which means a further low cost in the industrial
producing compared with the commercial microscope objective lens.
But its PSF is less sharp than the commercial microscope objective lens,
which would be deconvoluted by the computational imaging method
[26]. Besides, to achieve portability and compactness, our singlet
objective lens is fixed before the rear camera of the smart-phone where
there is only one microscopy magnification. And our portable smart-
phone microscope could not be coupled with more functions, such as
fluorescent imaging. These are our disadvantages, since the commercial
microscopes are with multiple imaging magnifications and could be
easily coupled with different functional modules.

In optics design, the singlet aspheric lens is designed for the cell-
phone camera module, whose parameters are following. The focal
length is 10 mm, the F# is 1.79 and the CMOS image sensor is with 0.8
pm pixel size and 1/2 in. area. Thus, if a smart-phone camera’s F# is
lager than 1.8, and the focal length is shorter than 10 mm. Our aspheric
singlet lens is still fit. Otherwise, field vignetting and aperture mis-
matching would exist.

In the aspect of price and cost, the camera lens is ~USD1-10 / RMB 7-
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100, which have been shown in Refs. [5,12-15]. This low price is based
on the mass industrial production. The industrial chains about the
aspheric lens manufacturing and assembling are very expensive and
need large labors. A camera lens is compound of ~7 pieces of singlet
aspheric lens, and they are all assembled precisely. In contrast, our
singlet lens is free from precise assembling, which means only 14% cost
and even less.

Comparing with other kinds of high freedom degrees surface, e.g.,
non-uniform rational B-spline surface, Q-type surface, Zernike surface,
and meta surface, the even aspheric surface is the easiest to fabricate.
But more freedom degrees mean a chance to get a better PSF. Actually, in
reported meta-surface lens microscopy [40], good PSF microscopy im-
aging has been achieved. Although a sharper PSF means a better reso-
lution ability, its property of the linear signal system is the key thing and
a low-cost price is very meaningful. Therefore, the even aspheric lens
made of the plastic material is our best choice.

The smart-phone is with a CPU and may also have a GPU, but our
deep learning deconvolution and image-style-transfer are all executed
on the bench-top computer. The bench-top computer is with a Core i7-
7700K CPU @ 4.2 GHz (Intel), 64 GB of RAM, a Windows 10 oper-
ating system (Microsoft) and GeForce GTX 1080Ti GPUs (NVIDA). The
reasons of using a bench-top computer are following. Firstly, in the
assumed applications, the smart-phone phase contrast microscopes are
to record image data, then tele-transmit them, by a WIFI/5G+ tele-
communication network, to a medical data analysis center. The medical
data analysis center, with a server computer, would provide data
calculation, analysis, even and diagnosis advices. Secondly, the data
processing ability and speed of a smart-phone are both always far less
than a bench-top computer and a server computer. Thirdly, without the
consideration of processing data, a cheaper smart-phone could be
chosen.

5. Conclusion

In this manuscript, we propose a novel method to achieve phase
contrast microscopy for medical diagnosis based on the smart-phone.
Two highlights are presented. One is the customized aspheric singlet.
It is with linear signal imaging properties across all FOVs by controlling
its NMTFs. And the other is the computational imaging method, i.e.,
deep learning style-transfer methods. By the deep learning enhancing,
the directly recorded circular oblique illumination images are converted
into a phase contrast image virtually. There is no birefringent prism and
inset phase plate in our setup. Proved by experiments with unstained
transparent tumor tissue slides and H&E stained tumor tissue slides, the
SSIMs and the visual contrasts are both improved much. Our results
provide a powerful example of the low-cost portable phase contrast
microscope with high-speed tele-communication abilities in the 5G+
mobile internet era. In assumed applications, our portable smart-phone
phase contrast microscope is suitable for unstaining and transparent
biological detection, wild field test and high-contrast observing trans-
parent bio-medical tissues. Besides, it is also suitable for mobile health
care, remote on-line biological teaching, remote on-line biological
experimental course and so on [41].
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