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A B S T R A C T   

Salient object detection (SOD) is widely applied in image segmentation, image fusion, and 
adaptive compression. However, the SOD of visible images in complex scenes remains a promi-
nent problem due to the lack of low-level features. To solve this problem, a Content-aware Dy-
namic Filter salient object detection Network using visible and polarized mask images is 
proposed. It can use the prior information on polarization dimension to guide the SOD of visual 
features. First, to extract information from the MSPI, a salient polarization mask M composed of 
three channels is generated. Secondly, deep fused features of the M and RGB images are generated 
by Encoder and DenseNet fusion structures with receptive fields. Finally, the fused features guide 
the decoder to generate saliency maps through the content-aware dynamic filtering model. The 
indexes of the salient object detection results given in this paper are superior to the state-of-the- 
art algorithms, especially for objects in dim, low contrast, or high transparency and other complex 
scenarios.   

1. Introduction 

Salient object detection aims to identify the most attractive regions in images automatically just like how human visual systems. It 
is a common and necessary pre-processing step in various machine vision applications such as image segmentation [1], target 
localization [2], and image fusion [3], therefore has led to considerable research [4,5]. In general, traditional salient object detection 
methods determine the local contrast of image regions with their surroundings through features of color and intensity. Those methods 
are mainly based on objects’ uniqueness and compactness [6,7]. Moreover, the boundary and connection priors can provide more clues 
for the saliency detection of central objects [8]. The saliency detection algorithm based on deep learning improves the capability for 
extracting features of traditional algorithms. It uses networks [9] to learn multi-scale deep-scale features to break the limits of 
traditional algorithms and improve the accuracy of saliency detection [10–12]. Although great progress has been made in this field, the 
problems of complex scenes detections are still not well resolved. This is that the existing saliency detection algorithms focus merely on 
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detection network; CDPM, Content-aware dynamic pyramid model; DPR, Dilated pyramid refinement. 
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the features of visible images which lack front-background differences [13]. To solve this problem, some works[14–16] introduce 
depth data as an aid to further improve the detection performance. Since depth information can express objects more intuitively, some 
progress has been made in these works. However, when objects are similar to their surroundings both in space and distance, algorithms 
based on RGB-D models tend to fail to distinguish them [17]. 

The problems can be solved substantially if multispectral polarization images (MSPI) are used. The superior recognition ability of 
MSPI has been well demonstrated in applications such as object detection [18], transparent object detection [19], and background 
segmentation [20]. MSPI can obtain intrinsic properties of objects, such as degree of polarization, roughness, and other special per-
formance [21,22]. These intrinsic properties are more robust to the environment, which is more stable for the detection of complex 
objects and can reduce the difficulty of identification [23,24]. For example, in natural scenes, the degree of polarization of artificial or 
camouflaged targets is significantly higher than that of the background, and their angular polarization will be smoother and more 
continuous similarly. These features won’t vary with changes in light intensity and shooting angle greatly [25]. Therefore, the po-
larization information in the MSPI image can be a good supplement to the visible information, which increases the algorithm’s ability 
to recognize complex targets and helps to improve the detection accuracy of salient objects. However, MSPI has only been applied in 
some specific machine vision fields, few works are adopting MSPI for salient object detection currently. How to use MSPI for salient 
object detection is worth further exploration. 

MSPI images are analyzed from the color space and polarization dimensions, which are roughly divided into four categories: 1) The 
target is easy to distinguish in both dimensions; 2) The target is easy to distinguish in the spectral dimension; 3) The target is easy to 
distinguish in the polarization dimension; 4) The polarization of the local area of the target is easy to distinguish, and the color of the 
remaining part is easy to distinguish. For the first three cases, if the single-model saliency detection method is used applied, the correct 
detection results can be obtained from at least one dimension. However, the single model will fail for the fourth case. If a more 
reasonable saliency value can be selected from the two dimensions and fused into the final saliency map, the best detection result can 
be obtained. 

Inspired by the analysis, this paper proposed a CDFNet (Content-aware Dynamic Filter salient object detection Network) based on 
RGB-M data, which performs saliency detection on the RGB image and the polarization mask M respectively, and then fuses the two 
features stream into Network to generate a high-precision MSPI saliency map. Our main contributions are summarized as follows:  

1. A simple and effective preprocessing algorithm is proposed for multi-spectral polarized image information extraction. It can 
generate a three-channel mask image that can be used directly as input to a deep learning network.  

2. This paper presents a multi-feature fusion structure based on a content-aware dynamic pyramid model. Because the coordinate 
attention weight of visual features and the deep mask features are used as the convolution coefficient of dynamic filtering, the effect 
of the polarization mask can be well used to highlight the boundary of objects.  

3. We constructed different types of polarized salient object detection datasets, and compared our algorithm with 8 state-of-the-art 
models to verify the feasibility of CDFNet. At the same time, we also verified the practicability and superiority of our proposed 
mask. 

2. Related works 

2.1. Salient object detection 

Salient object detection technology usually assumes that the intensity of foreground pixels in multispectral images is different from 
that of other pixels [26]. For the detection of prominent areas of multispectral polarization, it can be defined as the segmentation of 
foreground and background: 

O(x, y) =
{

1 if S(x, y, λ, oi) > threshold,
0 otherwise (1)  

where is the predicted prospect, S(x, y, λ, oi) is the significant value in coordinates, λ is spectral length, oiis polarization direction, 
threshold = E(S(x, y, λ, oi)) is the average value of significance map. In this paper, the significant partition variable space adds a 
polarized dimension to the conventional CIE-Lab space. 

As we all know, visible light images can provide rich details, while depth images contain contour information of objects, which are 
complementary to some extent. Therefore, many RGB-D SOD algorithms adopt element addition [27] or concatenation [28] to fuse 
these two features, or directly use 3 d network structure [29] to perform multidimensional feature extraction. However, these algo-
rithms all depend on a large number of fixed coefficients, which leads to poor universality. Moreover, the polarization mask M, which 
pays more attention to image edge details, is also difficult to apply to the following algorithms. In this way, dynamic filtering [30,31] 
proves to be the best choice for polarization-guided salient object detection. 

The concept of dynamic filtering was originally put forward for recognition and video detection to enhance the expression of self- 
features. Later, multi-scale dynamic filter layer [32] was developed. Based on this, a dynamic extended pyramid model [33] is pro-
posed and applied to RGB-D salient target recognition. The core idea is to make use of RGB-D fusion features to adaptively adjust the 
convolution kernel coefficients of different position features as to boost the effect of guiding filtering. This efficient and concise 
network has achieved good results in the significance test of RGB-D. However, the disadvantages lie in that the parameters of 
convolution layer depend entirely on the fusion feature, and the lack of convolution-kernel-weight coefficients. The filtering accuracy 
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tends to drop significantly in the multi-task scenarios. To solve this problem, we propose a content-aware dilated dynamic filtering 
algorithm based on the Dynamic Dilated Pyramid Module, adding the Coordinate Attention [34] weight coefficient to the parameters 
of the convolution kernel. This means that the dynamic model can obtain consciously selected channel and location information, while 
keeping the simplicity of the network architecture. The model is very suitable for filtering tasks such as RGB-M with uneven feature 
distribution. 

2.2. Analysis of the MSPI features 

Multispectral-polarized images have one more dimension than multispectral images. Different brightness of images with different 
polarization angles will be the main basis for distinguishing the fore-background of objects. In order to deeply understand the rela-
tionship between this polarization feature and salient targets, and to verify the reliability of polarization salient object detection, we 
establish polarized datasets and analyze their characteristics. The multispectral polarimetric images used in this paper are obtained 
from publicly available datasets [35], which contain polarimetric and multispectral images at four different polarimetric filter 
orientation angles (0, 45, 90, 135). The images from the dataset cover three bands in the range 400–800 nm. As shown in Fig. 1, in 
order to study the light intensity and polarization variation characteristics of multispectral polarized images in complex scenes, the 
spectral reflectivity and redundancy of foreground and background images were calculated respectively. 

2.2.1. Analysis of object reflectance and degree of polarization 
In this part, we analyzed the change of original image reflectance and DOLP (Degree of linear polarization) intensity with different 

wavelengths respectively. 
Firstly, the Stokes vector and DOLP are calculated as follows: 

S0 = (I0◦ + I45◦ + I90◦ + I135◦ )/2 (2)  

S1 = I0◦ − I90◦ , S2 = I45◦ − I135◦ (3)  

DOLP =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

S2
1 + S2

2

√

S0
(4)  

where is the total average light intensity, S1 is the degree of polarization in 0◦and 90◦ direction. S2 represents the degree of polarization 
in 45◦and 135◦ direction. Then the reflectance curve of S0 and DOLP are solved as follows: 

As shown in Fig. 2, the DOLP has its unique spectral characteristics with higher contrast between foreground and background than 
the S0. This shows that the DOLP of object in complex scenes is more significant and special. Therefore, when generating the fused 
polarization components, it is necessary to calculate the polarization components of each band separately, and then fuse the multi-
spectral polarization components to prevent the loss of the important DOLP spectral segment information. After fusion, the polari-
zation component preserves the front-background differences to the greatest extent, making saliency detection relatively easy. 

2.2.2. Pearson’s correlation coefficient of multispectral polarized image 
Higher correlations among spectra and polar exist in highly redundant images. By calculating the Pearson’s correlation coefficient 

(PCC) [36], we can compare the differences between the foreground and background information of each band image. For images Xmn, 
Ymn 

r =

∑
m
∑

n(Xmn − X)(Ymn − Y)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅( ∑

m
∑

n(Xmn − X)2)(∑
m
∑

n(Ymn − Y)2)
√ (5) 

As shown in Fig. 1, the foreground and background parts of the image are obtained by multiplying Ground Truth and the cluster of 
multi-spectral polarized images. The Pierce correlation coefficients of the foreground and background in several scenes are compared 

Fig. 1. Flowchart of Dataset Analysis. The multispectral polarized images in the datasets are divided into foreground and background. The spectral 
reflectivity and the internal correlation coefficient are calculated respectively, and the difference between them is analyzed. The results of the 
calculations can be found in 2.2.1 and 2.2.2. 
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respectively, and then the redundancy of the image in spectral dimension and polarization dimension is analyzed. 
As shown in Fig. 3, the foreground regions of images have obvious intensity differences in both spectral dimension and polarization 

dimension. The biggest difference lies between 0◦ and 90◦ in polarization dimension, while the background of passive imaging is 
relatively average. In the spectral dimension, the R channel and B channel differ significantly. 

The information of RGB image and polarized image are complementary, while RGB image can provide texture details and color 
difference, and polarized image can provide intensity difference. In conclusion, the applied dataset is very suitable for the experiment 
of SOD. 

Fig. 2. Spectral curve distribution of foreground and background. (a) The spectral reflectance of RGB image; (b) The DOLP intensity curve. The 
vertical axis in Fig. 2(a) represents the average pixel intensity of the object area (blue line) and the background area (red line) in the calculated 
images, and the size ranges from 0 to 1; The more blue and red lines separate, the greater the difference between the foreground and background. 

Fig. 3. Correlation coefficient of passive RGB polarization imaging. (a) correlation coefficient of foreground; (b) correlation coefficient of back-
ground. In the diagram (a), the maximum difference of the target in the color space can reach 0.1 (between R and B channel in super-pixel (0,90)), 
and the maximum difference in the polarization space is 0.02 (Super-Pixel (45,135) and Super-Pixel (135,135) in B channel; In diagram (b), the 
difference in color space is 0.02 at most (between R and B channel in the super pixel (0,90)), while the difference in polarization space is 0. 
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3. RGB-M saliency detection algorithm 

Through the analysis in Section 2.2, the RGB image and polarized image are complementary in nature, and the combination of the 
two kinds of information will make it easier to identify salient objects. Therefore, a proposed dual RGB-M salient object detection 
framework based on distinguishing features of MSPI clues is discussed and presented in Fig. 4. Firstly, a new mask generation method is 
proposed to enhance the contrast of the object area, and then the combined salient area is obtained by applying our proposed network 
application mask into its RGB image. Process details are in Algorithm 1. 

Algorithm 1. : Multispectral Fusion and saliency detection.  

Fig. 4. The framework of the proposed two-fold RGB-M SOD algorithm. The first Fold of the algorithm is to solve the Stokes components by solving 
the multispectral images with four polarization directions, and then calculating the polarization mask based on the Stokes components; See Section 
3.1 for details. In the second stage, CDFNet is used to detect RGB-M salient objects; See Section 3.2 for details;. 
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3.1. Proposed polarization mask 

Because the intensity difference of the four-angles images is very small, it is difficult for the network to directly provide effective 
information in polarized image clusters. To enhance the polarization characteristics better, it is necessary to generate a single po-
larization mask based on the polarization image. Pre-processing is to re-integrate the polarization dimension, spectral dimension, and 
spatial dimension into three-channel mask images. 

As shown in Fig. 5, the polarization of the salient object regions compared with the background has three main priors, polarization 
prior, entropy prior and intensity and spectral prior, to generate three corresponding mask M. 

3.1.1. The strong polarization channel of mask 
The role of the high-polarized area mask is to sort out the parts of the image that are highlighted by DOLP (formula (4)) intensity. 

According to the principle of image dichroism, specular reflection often appears in a small area, while the distribution of diffuse 
reflection is usually more uniform. Diffuse reflection and specular reflection are easy to separate due to their different distribution 
characteristics. Areas with strong polarization can be sharply normalized. The polarization modulation coefficient ln(DOLP+e − 1) can 
stretch the contrast ofDOLP, making it more continuous in the spatial region. Finally, the mask for the strong polarized area can be 
described as: 

m1 = DOLP · ln(DOLP+ e − 1) (6)  

Where e is Euler number, which is used as a non-zero bias. The strong polarization area mask m1 removes the interference of diffuse 
reflection to a great extent, which can enhance the contrast of materials with different polarization characteristics such as glass and 
plastic. 

3.1.2. Entropy fusion polarized region mask 
The angular polarization degree of an object is linearly related to the normal angle of its surface microfacet, AOLP = − ηr, which 

indicates that the richer the texture information of the object is, the higher the local entropy of AOLP will be [37]. Besides, the entropy 
value of the DOLPof the artificial target in a large uniform area is small, while the entropy value will be relatively large at the edge of 
the object and in complex material areas. area. Based on this feature, this paper proposes an entropy fusion mask that combines AOLP 
and. information to enhance the contrast between artificial targets and backgrounds, which is shown as follows. 

m2 = DOLP ·[entropy(AOLP)+ entropy(DOLP)] (7)  

where AOLP = 1
2 arctan(S1/S2), S1 and S2 are defined in formula (3). The first item of the m2filters out the complex region and retains its 

polarization degree information. The second item can preserve the edge region and eliminate the influence of the background 
significantly. 

3.1.3. Weak light and spectral feature mask 
The two masks above are generated based on the calculation of multi-spectral images fused by IFT. The fusion image mixes the 

useful spatial information of each band to the greatest extent, so that the accuracy of the first two masks can be improved greatly. 
However, the difference information in the visible spectral dimension of MSPI is eliminated. In order to preserve the spectral infor-
mation, the RX inspection algorithm is used to effectively extract the spectral anomalous regions and convert them into intensity 
information, which is essential to the concatenation and merging of the three masks. Spectral feature RX filter, defined as the RX 
anomaly detection algorithm, is usually applied for local target detection [38]. 

mrx = RX[DOLP(λ)], λ ∈ (400nm, 700nm) (8) 

In addition, to find out the object regions with prominent spectrum but weak light intensity in complex scenes, it is necessary to 
consider the influence of light intensity. The light intensity is affected by the observation azimuth β, which is determined by the electric 
field components of the two vibration directions of the light. 

Fig. 5. The comparison between visual image and M.The m1, m2, and, m3 are used as red, green and blue channels to generate a pseudo-color image 
M; The spherical part of the globe in the picture is visually prominent, while the bracket part is polarized prominently. 

S. Gao et al.                                                                                                                                                                                                             



Optik 269 (2022) 169944

7

Ex =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(S0 × DOLP) + S1

√
(9)  

Ey =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(S0 × DOLP) − S1

√
(10)  

β = tan− 1( Ey
/

Ex
)

(11) 

The intensity of the light in the area can be calculated by dividing the total light intensity S0 by the logarithmic function of the 
azimuth angle β [39]. Use a logarithmic function to stretch the contrast to get the mask with the light intensity: 

mst =
S0

log(1 + β)
(12) 

Finally, the intensity of light is adjusted by the RX anomaly, so that the regions with the darkest light intensity but special spectrum 
are identified as: 

m3 = DOLP ·(1 − mst) · exp[ − k ·(1 − mrx)] (13) 

The cascade of three masks representing different attributes reduces the risk of false detection and facilitates dual-source fusion 
detection with RGB images. In theory, the three mask functions are the same as the RGB channels, since the intensity of each area 
represents the strength of the spatial polarization characteristics, and different objects have significant and unique polarization 
characteristics, all of which can help to identify significant targets better. Thus, the final combined 3-channal mask M is defined as: 

M = Concatenate[m1,m2,m3] (14)  

3.2. Proposed RGB-M SOD method 

In this section, we first introduce the overall structure of our proposed method, and then detail the content-aware dynamic pyramid 
model (CDPM), and finally propose the dilated pyramid refinement (DPR) structure. 

3.2.1. Two stream structure 
As shown in Fig. 6, we have built a dual branch network. It has two inputs, one is the RGB image and the other is the polarization 

mask M. Through a two-pass encoder network composed of 5-layer convolutional blocks of VGG-19, we obtain the features of different 
scales of two kinds of images respectively. The semantic information contained in deeper features is more important. In order to 
eliminate the errors of RGB depth features, by using PAC structure [40], we deliberately utilize f5

m to guide f5
rgb to generate DPR input 

feature f5
Drgb. To balance the calculation efficiency and accuracy, we choose deeper encoder features f3, f4, f5 to calculate the fusion 

features of two streams for the subsequent dynamic filter layers. We use the DenseNet block [41] to construct a feature translator layer 
[33], and perform interactive fusion and dimension reduction of depth features between M flow features f3

m, f
4
m, f

5
m and the RGB image 

Fig. 6. In the whole process of CDFNet, we selected three deeper layers of RGB information and M information, and deeply fused them with the 
Sum+DenseNet structure, which served as the kernel of the CDPM convolution window. We use M of the deepest layer to guide the RGB information 
to generate the input characteristics of the DPR through the PAC structure. 
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feature f3
rgb, f

4
rgb, f

5
rgb streams to generate fused features Φ3

T,Φ
4
T ,Φ

5
T. These fused features will enter the CDPM model to monitor the fDrgb 

stream and guide the generation of salient regions. After the multi-layer decoder recovers the resolution of the image, we get the final 
prediction of salient objects under the supervision of Ground Truth (GT). 

3.2.2. Content-aware dynamic pyramid model 
We propose a content-aware dynamic pyramid model, which can filter the RGB reconstructed features to form an adaptive 

convolution kernel and guide the RGB information to reconstruct the final saliency map. The CDPM has two inputs, that is, the 
reconstructed features fDrgb obtained from DPR and the deep fusion features ΦT output from DenseNet. As shown in Fig. 7, CDPM uses 
three sub-models, namely, kernel generation units (KGUs), kernel transformation units (KTUS) [33] and coordinate attention units 
(CAU) [34], where KGUs is used to generate an independent conv weight Tensor of different size dilation (d = 1,3,5),like 3× 3(KGU1), 
7× 7(KGU2),11× 11(KGU3). KGUs is also a DenseNet structure. KTUs is used to transform the weight windows generated by KGUs into 
different dilation scales. CAU is a self-attention mechanism capable of generating additional window weights. The attention infor-
mation in X and Y spatial directions that can be extracted by CAU. It can capture long-range dependence along one spatial direction, 
while keeping the accurate position information along the other spatial direction. The obtained feature maps are then separately 
encoded into a pair of orientation-aware and position-sensitive attention maps, which can be applied complementarily into the input 
feature maps to enhance the representation of objects of interest. 

The mathematical relationship between the pixel value v = (v1,…, vn), vr ∈ ℝC of each image fDrgb and the convolution kernel 
weight of scale A ∈ ℝc′×c×s×s ，W ∈ ℝc′×c×s×sis as follows. 

v′r =
∑

q∈Ω(r)

A
[
pr − pq

]
·W

[
pr − pq

]
· vq (15)  

Where pr = (xi, yj)
T represents the coordinates of pixels, andΩ()represents convolution kernel window with size of s× s.[pr − pq]is the 

position in the convolution kernel window, while the features of the output v′r ∈ ℝc′ correspond to the r point. Ais obtained by 
calculating the weight of CAU, and Wis obtained by fusing Φi

Tfeatures through KGUs and KTUs transform. 
To speed up the operation, the specific method adopted by the algorithm is to decompose the depth feature Φi

T into 3× 3-channel 
dynamic filter coefficients of the convolution kernel through KTUs. These 3 × 3 uncorrelated coefficient tensors are multiplied by the 
weights of 3 × 3 position attention values to get finally convolution wights. Three adaptive convolution layers with different 
convolution dilation sizes are applicated on f i

Drgbto get a three channel dynamic features. Finally, it combines the input feature level 

Fig. 7. CDPM structure diagram. AdaConv convolution kernel k = 3. There are three configurations of dilation= 1, 3, 5, the convolution kernel 
weight of each configuration is the product of Coordinate Attention and KTUs value. After performing the AdaConv convolution operation on fDrgb, 
the final fusion feature Φi

m is generated after cascade fusion. 
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f i
Drgb to generate the fusion feature Φi

m. 

Φi
m = CDPMi

(
f i

Drgb,Φi
T

)

= F

(
ℛ
(

f i
Drgb

)
, f i

C1 , f i
C2 , f i

C3

)

= F

(
ℛ
(

f i
Drgb

)
,KTUi

1

(
KGUi

1

(
Φi

T

))
⊗ C

i
1

(
f i

Drgb

)
⊗ℛ

(
f i

Drgb

)
,

KTUi
2

(
KGUi

2

(
Φi

T

))
⊗ C

i
2

(
f i

Drgb

)
⊗ ℛ

(
f i

Drgb

)
,

KTUi
3

(
KGUi

3

(
Φi

T

))
⊗ C

i
3

(
f i

Drgb

)
⊗ ℛ

(
f i

Drgb

))

(16)  

Where 𝒞i
j() is the operation of calculating the coordinate attention value of different features f i

Drgb, ℛ()represents the 1 × 1 convolution 
operation, and F () is the cascade fusion operation. See Algorithm 2 for the AdaConv ⊗ operation, where s = 3 is selected. 

Algorithm 2. : The operation process of Attention AdaConv ⊗ of KTU in CDPM.  

3.2.3. Dilated pyramid refinement 
To improve the utilization ratio of multi-scale fusion features, we propose a dynamic multi-scale feature reconstruction network, 

the structure of which is shown in Fig. 8. We configure a three-stream network to further fuse features f i
Drgbat various dilation scales and 

dynamic filtering features to enhance the performance of unsampling on the network. 

3.2.4. Loss function 
Our loss function for optimizing L is combined by binary cross entropy (BCE) and Dice loss [42], its effectiveness has been well 

Fig. 8. The Dilated pyramid refinement (DPR) structure can further fuse the information of three dilation scales and enhance the use of features. 
The function of the ReLU layer is to accelerate the convergence of the network. 
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proven [43], and its expression is 

Lbce(P,G) = G log P+(1 − G)log(1 − P) (17)  

Ldice

(

P,G
)

= 1 −
2 ·G ·P

‖G‖ + ‖P‖
(18)  

L(P,G) = Lbce + Ldice (19)  

Where P and G represent prediction and real significance maps respectively. || || stands for the first-order norm. Losing dice is an 
effective way to alleviate the category imbalance of foreground and background. 

4. Experiments 

4.1. Implementation details 

Our proposed models are based on the PyTorch library. Adam [44] optimizer was chosen to optimize the model. The selected 
parameter is β1 = 0.9, β2 = 0.99,weight = 2, decay =10− 4and the batch size = 16. The learning rate of our design is lr = 5× 10− 5, 
power = 0.9. We use 8 Tesla K 80 (24 g) as a training platform. The training lasts for a total of 30 epochs. 

4.2. Datasets 

Due to the limited number of existing polarized images, we have collected 120 groups of polarized photos from [45], in addition to 
some of our photos taken with a polarimetric camera. There are images with four polarization angles, and the sizes are 2048 * 2048. 
Using the method in Section 3.1, generate the polarization mask M of the images, and form the RGB-M dataset together with the RGB 
images and the GT images. As the number of images is too small, we first use the NJUD [46] RGB-D data set to pre-train our network, so 
that it can extract bidirectional information initially. Then, we use the polarization dataset for further fine-tuning training to make it 
completely suitable for salient object detection in biased RGB-M images. 

As shown in Fig. 9, we have also constructed a classified testing dataset for polarized image SOD, which is divided into three 
categories: S (submerged), T (transparent) and O (ordinary). The objects in the submerged group are strong camouflage. The objects in 
the transportation group are transparent and difficult to distinguish. The last one is a common object, which is not prominent in the 
polarization dimension. Our dataset can be accepted the address https://github.com/Sci-Epiphany/RMD_Datasets. 

4.3. Selection of SOD metric 

The evaluation criteria for salient region detection will be compared using seven indicators: mean E-measure Em [47], F-measure 
(Favg,Fmax)[48], S-measure( Sm) [49], Precision-Recall(PR) curve and MAE [49]. PR curve plots the precision rate and the recall rate. 

Fig. 9. Part of the RGB-M dataset. From top to bottom, each row corresponds to S (Submerged), T (Transparent), and O (Ordinary) polarization 
images of three different object features. 
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The horizontal axis represents the recall rate, and the vertical axis represents the precision rate. PR Curves represent the proportion of 
samples predicted to be positive samples. The more the curve is outside, the better the detection effect will be. E-measure uses the 
predictions and basic facts of removing the mean to calculate the similarity, which represents image-level statistics and local pixel 
matching. F-measure is a similarity measure based on regions, which is expressed as a weighted average of Precision and Recall. We 
employ the threshold changing from 0 to 1 to get Fmax, and use the mean value of the prediction as the threshold to obtain Favg. Since 
F-measure reflects the performance of the binary prediction under different thresholds, we evaluate the consistency at the regional 
level according to F-measure threshold curves. S-measure calculates the similarity of regional perception structure between prediction 
and ground truth. MAE is used to calculate the method of the absolute value of the error between the observed value and the true value. 

4.4. Salient object detection experiment 

For a more comprehensive and effective comparison of the algorithm proposed in this paper, we compare it with eight state-of-the- 
art CNNs-based salient object detection algorithms, including EGNet [50], BASNet [51], MINet [52], GateNe [53], END [54], U2Net 
[55], F3Net [56], and VST [57]. In order to ensure the accuracy and fairness of the results, all indexes of the classified dataset are 
calculated by the public codes provided by the algorithm authors. In addition, the encoders of all algorithms are based on the VGG-19 
model. 

As shown in Table 1, we illustrate the results of all the comparison algorithms on five indexes. The overall performance of our 
proposed algorithm is the best. In the transparent dataset, our algorithm is the best in Fmax, Eϕ and MAE, while in the submerged 

Table 1 
Results of different CNNs-based SOD methods across three datasets. The best results are highlighted in red and the second-best results are marked in 
blue. The three types of datasets are S (submerged), T (transparent), and O (ordinary) respectively, and the number of pictures in each type remains 
the same. Avg contains all pictures of our testing dataset.  
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dataset, all the indexes are obviously ahead of other algorithms. On the ordinary dataset where the polarization feature is not obvious, 
our performance is only slightly lower than that of U2Net. Finally, on the all testing dataset, our algorithm is 2.41%, 1.72%, 2.27%, 
3.28% and 24.14% ahead of the second-ranked algorithm in Sm, Favg, Fmax, Eϕ and MAE indicators respectively. In Fig. 10 and Fig. 11, 
we construct PR curves and F-measure curves, respectively. Our measurement is smoother under most of thresholds, indicating that 
our detection results are completer and more continuous. 

In Fig. 12, we list some representative results. These graphics contain objects in various complex backgrounds, including sub-
merged (the first and second lines), transparent (the third and fourth lines), small objects (the fifth and sixth lines) and the complex 
object (the fifth and seventh lines). As can be seen from the results in the figure, our algorithm has the best performance, which proves 
the advantage of our algorithm for complex target recognition, such as dim and transparent. 

4.5. Masks qualities comparison experiment 

In order to prove the advanced nature of our proposed mask and its feasibility for salient object detection, we compared several best 
mask generation methods Zhao [18], Zhou [37],and Islam [41] to evaluate ours mask in terms of image visual quality and salient 
recognition accuracy. We selected four non-reference image quality evaluation indexes, namely, DBCNN [58], NIMA [59], Brisk [60], 
and Irnik [61]. DBCNN mainly uses the CNN network to judge the degree of distortion of the image. It is of great significance to 
evaluate the reliability of the membrane treatment system. NIMA focuses on evaluating the technical and aesthetic qualities of images, 
while BRISQUE is an effective method to evaluate the naturalness and distortion of images. Finally, ILNIQE is also one of the common 
image evaluation methods. Its biggest feature is the use of the opinion-unaware method, which has the characteristics of being 
"completely blind". The four methods adopt feature-extraction methods based on the CNN network and image-evaluation methods 
based on traditional NSS features, which are of great significance for image evaluation in multiple application scenes. 

From the results in Table 2, it can be found that, except that the NIMA rate is lower than that of the Islamic algorithm, the po-
larization mask comparison algorithm proposed by us is leading in various indicators. This is because exponential or logarithmic 
stretching is widely used in our proposed mask, which makes the details of the image clearer. Secondly, the introduction of spectral 
information and spatial features also greatly enhances the of image information density. 

As shown in Fig. 13, the mask image we generated is more complete, while the target is more prominent and the overall brightness 
of the image is higher. This is very useful for the recognition of salient objects. 

In Table 3. We compared the effects of different masks on salient object recognition. We used the baseline composed of common 
encoders and decoders as the recognition network, and the mask features as the input features of the network to conduct the salient 
target recognition experiment, and compared the results. It shows that our method also has the best performance in SOD. 

4.6. Ablation study 

In order to further verify the contribution and importance of each part of the network, we conducted ablation experiments. Our 
basic network is still based on the fundamental structure of encoder-decoder. In the basic network, the fusion features of three net-
works enter the decoding layer through 1 × 1 convolution for final prediction. Then, we added Trgb, Tm, CDPM structure, and DPR 
structure respectively, and observed their effects on the results. 

It can be seen from Table 4 that the RGB fusion characteristics of M (Model 3 and Model 1) Sm, Favg,Fmax, Eϕ,and MAE are improved 
by 2.21%, 2.01%, 2.06%, 2.87% and 35.82% respectively compared with the single visible light characteristics. The comparison 
between model 4 and model 3 shows that adding CDPM can also significantly improve the detection performance, and the indexes are 
improved by 0.62%, 1.31%, 0.53%, 0.75% and 19.05% respectively. In addition, DPR has made great contributions to the 
improvement of network performance. By adding a few features, the reusability of the fused features can be greatly enhanced. 

Fig. 10. F-measure(vertical axis) – threshold(horizontal axis) curves on three RGB-M SOD datasets. The red line represents our results. Average 
represents means result of all pictures of testing datasets. 
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5. Conclusions 

In this paper, an RGB-M method for salient object detection based on multispectral polarization images is proposed. It combines 
complicated information from multispectral and multi-polarimetric cues to improve the foreground’s contrast and details. The pro-
posed three-channel polarization mask M based on the information entropy theory has achieved ideal results in image quality and 
remarkable recognition effect. In addition, our dual-stream input CDFNet can extract the useful information of the polarization mask M 
and the RGB image and generate accurate saliency maps. The CDPM structure can well realize the guiding filtering effect of m for the 
RGB stream, and the DPR structure also plays the function of information multiplexing in the reconstruction process. The experimental 
results illustrate the RGB-M has higher indicators accuracy such as E-measure, S-measure, and F-measure than the state-of-the-art 
algorithms. Salient object detection based on multispectral polarization images proves to be very effective for objects in complex 

Fig. 11. Precision (vertical axis) recall (horizontal axis) curves on three RGB-M SOD datasets.  

Fig. 12. Comparison of visual results between some state-of-the-art methods and ours.  
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Table 2 
Comparison between the proposed mask and three existing masks on four visual evaluation metrics in three datasets S (submerged), T (transparent), 
and O (ordinary). The best results are highlighted in red and the second-best results are marked in a black body.  

Fig. 13. Visual comparison of polarization masks generated in recent methods and ours.  
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scenes. In the future, efforts will be made to expand the datasets and build a more robust MSPI salient object detection algorithm. 
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