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Abstract
Visible particle identification is a crucial prerequisite step for process improvement and control during the manufacturing of 
injectable biotherapeutic drug products. Raman spectroscopy is a technology with several advantages for particle identifica-
tion including high chemical sensitivity, minimal sample manipulation, and applicability to aqueous solutions. However, 
considerable effort and experience are required to extract and interpret Raman spectral data. In this study, we applied machine 
learning algorithms to analyze Raman spectral data for visible particle identification in order to minimize expert support 
and improve data analysis accuracy. We manually prepared ten types of particle standard solutions to simulate the particle 
types typically observed during manufacturing and established a Raman spectral library with accurate peak assignments for 
the visible particles. Five classification algorithms were trained using visible particle Raman spectral data. All models had 
high prediction accuracy of >98% for all types of visible particles. Our results demonstrate that the combination of Raman 
spectroscopy and machine learning can provide a simple and accurate data analysis approach for visible particle identification.
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Introduction

During the manufacturing of injectable pharmaceutical 
products, it is necessary to control and monitor particu-
late matter in accordance with current Good Manufac-
turing Practice regulations [1, 2]. The US Pharmacopeia 
<790> requires products to be essentially free of visible 
particulate matter [3]. Particulate contaminants, such as 
protein aggregates or foreign materials (e.g., glass, stain-
less steel, silicone oil), in the final drug product may result 
in a failure of sterility assurance and severely harm patient 
safety by generating an adverse immunological response 
[4, 5]. Typically, high efficiency particulate air filter sys-
tems and aseptic process operations are implemented dur-
ing manufacturing to prevent particle and microbiological 
contamination [1, 2]. After filling, stoppering, and capping 
filled vials, 100% visual inspection (manual, semi-auto-
mated or automated) can efficiently detect visible particle 
defects according to the filling site procedure [3, 6]. These 
defect vials are then rejected. During 100% visual inspec-
tion, action limitations on typical defect rates should be 
established to identify atypical batches [6, 7]. If a limit 
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is exceeded, it should trigger an investigation, including 
forensic classification/identification of the particle and 
examination of the manufacturing processes [6].

According to the particle source used in the inject-
able drug product manufacturing process, visible particles 
are divided into extrinsic, intrinsic, and inherent particles 
[6]. Extrinsic particles are foreign to the manufacturing 
process and arise from the facility environment (e.g., 
non-process-related fibers, insect parts, inorganic and 
organic materials); intrinsic particles emerge from contact 
with product equipment train or materials (e.g., stainless 
steel, seals, gaskets, packaging glass, fluid transport tub-
ing, and silicone lubricant); and inherent particles are 
generated from the product itself due to a specific stress 
force (e.g., protein aggregation). Since particles formed 
during manufacturing have complex sources, particle 
identification is crucial to particle characterization. This 
is also a prerequisite for investigating the root cause of 
particle contamination and for developing a suitable and 
effective contamination control strategy for future batch 
manufacturing.

Currently, multiple prevailing technologies for particle 
identification are used in pharmaceutical companies, such 
as scanning electron microscopy/energy-dispersive X-ray 
spectroscopy (SEM-EDX) [8, 9], attenuated total reflec-
tance Fourier transform infrared spectroscopy (ATR-FTIR) 
[10, 11], inductively coupled plasma mass spectrometry 
(ICP-MS) [12], and Raman spectroscopy [13]. SEM-EDX 
can detect the chemical elements of particles and provide 
relevant ratios to classify the chemical types of particles, 
such as protein-like particles with the elements C, O, N, 
and S. However, SEM-EDX cannot distinguish between 
two particles’ chemical structure if they have similar ele-
ments and relevant ratios. ATR-FTIR can identify the 
chemical composition and structure of infrared active par-
ticles by comparing them with the chemical groups and 
vibrations from an infrared spectroscopy library. ATR-
FTIR has some limitations: first, due to the strong water 
absorption in infrared spectroscopy, it is mainly used for 
solid samples and is not directly applicable to aqueous 
samples. Second, sample manipulation (e.g., particle fil-
tration on a membrane prior to the infrared test) is time-
consuming. ICP-MS has become the technique of choice 
for providing information on nanoparticle size and elemen-
tal composition (e.g. trace metal) to characterize nanopar-
ticles in solution. However, it has several disadvantages, 
including a limited group of detectable elements, compli-
cated sample preparation that uses a set of well-defined 
reference materials for accurate calibration, experience-
dependent accurate testing, and many different types of 
interferences during testing [12, 14]. Raman spectroscopy 
has consequently emerged as an effective technique for par-
ticle identification. This technology has many advantages 

over other techniques, including high chemical sensitivity, 
minimal sample manipulation, and rapid and accurate test-
ing. In addition, it can be applied to aqueous solutions due 
to its reduced water vibration in the fingerprint region [15]. 
Raman spectroscopy can directly identify foreign particles 
inside glass containers [16, 17], characterize sub-visible 
particles with particle sizes as low as 0.5 μm [18], and 
distinguish surfactant degradation particles in biopharma-
ceutical formulations [19]. However, Raman spectroscopy 
still has some limitations that need to be improved. These 
include limited Raman spectral libraries due to the lack of 
a thorough understanding of band assignments, and a high 
fluorescence background vs a weak Raman signal, which 
might be addressed using several different fluorescence 
suppression techniques [20, 21].

When applying fast and easy-to-handle Raman spec-
troscopy for particle identification, complex Raman spec-
tral data might be generated during sample testing due to 
the similarity of some particle spectroscopies and limited 
Raman spectral libraries. This makes spectral interpre-
tation and accurate information extraction difficult and 
dependent on expert experience. Machine learning is a 
rapidly growing data mining tool that can build a Raman 
spectral data prediction model for particle identification 
using machine learning algorithms based on interpreta-
tions from complex available datasets which humans 
would likely miss. Such models could be directly used 
in classification predictions of new samples and would 
require very little expert access and interpretation after 
end users are fully trained. Machine learning has been suc-
cessfully applied in other fields such as food analysis [22, 
23], cancer classification [24, 25], microbial identification 
[26], and protein classification [27, 28]. For example, Le 
et al. [27] demonstrated the improved predictive ability 
of four monoclonal antibodies (combined error of 2.4% 
versus 14.6%) using a linear approach. Zhang et al. [28] 
developed a support vector machine (SVM)–based regres-
sion model that can quickly and accurately predict protein 
aggregation. In addition, using the machine learning algo-
rithms of principal component analysis (PCA)–discrimi-
nant function analysis (DFA) and PCA-SVM in combina-
tion with Raman spectroscopy can provide a rapid method 
to distinguish normal breast cells from breast cancer cells 
with greater than 97% accuracy [25].

In this study, we applied machine learning algorithms 
to analyze Raman spectra and identify common visible 
particles that might be observed during biopharmaceu-
tical injectable drug product manufacturing, including 
cellulose, wool, polypropylene (PP), polyvinylidene flu-
oride (PVDF), polyether sulfone (PES), polytetrafluor-
oethylene (PTFE), silicone oil, silicone tubing, glass, 
and protein. The prediction models for visible particle 
identification were trained and validated using Raman 
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spectra obtained from manually prepared visible particle 
standard solutions. This work demonstrates the appli-
cation of an accurate, fast, and easy-to-handle Raman 
spectroscopy–based visible particle detection method 
combined with an accurate and efficient machine learn-
ing algorithm for classification prediction of visible 
particles.

Materials and Methods

Materials

The following ten particle types were selected for this 
study: cellulose, wool, PP, PVDF, PES, PTFE, silicone 
oil, silicone tubing, glass, and protein. Cellulose and wool 
fibers are extrinsic particles that usually emerge from the 
facility environment, while PVDF, PES, PP, PTFE, silicone 
tubing, silicone oil, and glass particles are representative 
intrinsic particles’ sources from process and product con-
tact materials, and protein particles are inherent in biop-
harmaceutical products. These particle standard solutions 
were manually prepared in aqueous solutions to simulate 
the visible particles observed in biotherapeutic injectable 
drug products.

Polymer (Extrinsic and Intrinsic) Particles

Polymer particle solutions were prepared using a proce-
dure similar to that described by Vollratch et al. [29]. 
Cellulose fiber is a typical extrinsic particle that is mainly 
sourced from the environment or autoclave packaging 
material during injectable liquid product manufacturing. 
Cellulose particles were cut into small pieces from the 
surgical grade paper of a self-sealing sterilization pouch 
autoclave bag (Cat# 89140-804, VWR, GA, USA). Wool 
fiber is a common material used in the textile industry, 
and it can be extrinsically introduced to the filled drug 
product solution via environmental contamination dur-
ing the operator’s gowning and filling operations. In this 
study, wool fiber particles from a woolen sweater pur-
chased from Migaino (Shenzhen, China) were cut into 
small pieces.

Modified hydrophilic PVDF and PES are common sterile 
filter membrane materials used in biotherapeutic injectable 
liquid product manufacturing owning to their low protein 
adsorption and fast filtration flow throughput. PVDF and 
PES particles may enter final drug products by leaching from 
filter membranes. PVDF and PES particles were respectively 
prepared from 0.22-μm PVDF Durapore membrane filter 
(Cat# GVWP04700) and 0.22-μm PES Express PLUS mem-
brane filter (Cat# GPWP04700) purchased from Millipore 
(Merck, Burlington, USA).

PP biotainers or sampling tools, PTFE valve membranes, 
and silicone tubing are commonly used in filling line sys-
tems. They can become corroded or be spalled into par-
ticles under certain stress conditions and subsequently be 
filled into the final product. PP, PTFE, and silicone tubing 
particles were respectively crushed into particles from raw 
materials using a stainless-steel shredder (FSJ-A03D1, Bear, 
China). The platinum-cured silicone tubing (Cat# 96410-16) 
was purchased from Masterflex (IL, USA), PTFE diaphragm 
valves were purchased from Ningci (Shanghai, China), and 
1.5 mL PP microcentrifuge tubes (Cat# 509-GRD-Q) were 
purchased from Quality Scientific Plastics (New Hampshire, 
USA).

Silicone oil is usually used as a lubricant for primary 
containers such as vials, pre-filled syringes, cartridges, and 
plungers. If silicone oil particles leach from the surface of 
primary containers, they can then be observed in the drug 
product. Silicone oil (Cat# PMX-200, Aladdin, Shanghai, 
China) particle solution was diluted 1:100 in purified water 
and mixed homogenously.

Glass is widely used as a primary container in the inject-
able pharmaceutical industry, and glass particles are some-
times observed in filled vials due to vial breakage during 
filling. Glass particles were pestled into a fine glass pow-
der from 2R vials (Cat# V002711080D, Schott, Suzhou 
China).

The micro-sized (< 500 μm) particles derived above were 
suspended in purified water, and these standard solutions 
were stored at 2–8°C for Raman spectroscopy.

Protein Particles

In a typical biotherapeutic injectable drug product manu-
facturing process, there are multiple sources of stress con-
ditions including unexpected high-temperature exposure 
during production, shear stress during the freeze-thawing 
process of the drug substance, mixing of compounded drug 
product bulk, and bulk transfer via a peristaltic pump or gas 
pressure, filtration, and filling. Therefore, protein aggrega-
tion and protein particles may be generated under unfavora-
ble stress conditions during manufacturing. These protein 
particles, which are formed after sterile filtration, get filled 
into the final container (e.g., vials, pre-filled syringes, or 
cartridges) and impact product quality and patient safety. In 
this study, to simulate unexpected high-temperature expo-
sure during manufacturing, protein particles were gener-
ated by placing a 2R vial filled with IgG1 antibody (Mab1) 
formulation solution (25 mg mL−1 protein in formulation 
buffer, pH 6.2, donated by a local biopharmaceutical com-
pany) on a heating plate at 90°C for 2 h (only the bottom 
of the vial in contact with the heating plate). The protein 
solution was initially transparent and colorless, but its color 
gradually changed until it was translucent white at the end 
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of the heat stress treatment. Protein particles (approximately 
2–100 μm in size, as measured by Raman spectroscopy) 
were observed under 1200 lx with a black background. The 
prepared protein particle standard solution was stored at 
2–8°C until Raman spectroscopy.

Sample Manipulation

The particle samples for the Raman spectra measure-
ments were transferred to a glass chip under a visual 
inspection station with a black background. After gentle 
swirling of the container, the liquid portion containing 
visible particles in the prepared particle standard solution 
(polymer or protein particles) was directly pipetted using 
a 1-mL pipette. After a visual check to confirm the loca-
tion of the particles, the solution was transferred from 
the container to a low-background glass chip (HOOKE 
Instruments Ltd., China). No dilution or filtration was 
performed during the sample manipulation of the parti-
cle standard solutions. As this study mainly focused on 
the Raman data of a single visible particle of a certain 
size in the particle standard solutions, the particle count 
(not tested but sufficient for Raman measurement) had 
a negligible impact on the experimental procedure and 
study conclusion.

Methods

Raman Measurements

Raman spectra were measured on a HOOKE P300 confo-
cal micro-Raman spectrometer (HOOKE Instruments Ltd., 
China) equipped with a semiconductor-cooled (−75°C) 
charge-coupled device (CCD) detector ( 1340 × 100 pix-
els, PIXIS 100 B, Princeton Instruments, USA) to achieve 
a high signal-to-noise ratio (quantum efficiency >90% at 
550 nm). Sample excitation occurred at a laser wavelength 
of 532 nm from a solid-state, fiber-coupled laser (50 mW, 1 
MHz) with a 600-g mm−1 grating and an objective lens of 
100× (LMPlan FLN 100×, Olympus, Japan). This provided 
a lateral resolution of <1 μm and was used to collect the 
spectra from 286 to 3745 cm−1 with a spectral resolution of 
3 cm−1. The Rayleigh-scattered photons were removed using 
a notch filter to transmit backscattered Raman signals. The 
laser intensity was maintained at 6 mW with an exposure 
time of 6 s for Raman spectra measurement on a glass chip. 
The spectra were calibrated with a silica band at 520.7 cm−1 
before sample testing.

Data Pre‑Processing

Data pre-processing was performed using Origin Pro 9.1 
(OriginLab, Northampton, USA). A total of 50 spectra were 

acquired for each particle standard solution. The mean spec-
tra were calculated, and all spectra were baseline subtracted 
(2nd derivative with 0.05 threshold) to remove the fluores-
cence background and [0,1] normalized for Raman intensity. 
The peak assignment was analyzed from 400 to 3745 cm−1 
to cover all the characteristic peaks for the investigated vis-
ible particle types. Raman shifts from 400 to 1800 cm−1 
were selected for Raman spectra processing and machine 
learning classification prediction, as this range is the finger-
print region of skeletal vibrations for most molecules.

Principal Component Analysis Visualization

Independent PCA [30] visualization of the particle standard 
solutions was performed using MATLAB R2021a (Math-
Works, Natick, MA, USA). The 1st, 2nd, and 3rd principal 
components were selected and plotted in MATLAB R2021a.

Classification of Machine Learning Analysis

Classification of the machine learning analysis was per-
formed using the Classification Learner App in MATLAB 
R2021a (MathWorks, Natick, MA, USA). Among the 50 
spectra derived for each particle standard, 90% (45 spectra) 
were used as a training set for algorithms to learn, whereas 
10% (five spectra) were used as a test set to determine the 
quality of the model predictions. Numeric components of 
ten for the PCA analysis and cross-validation folds of ten 
were implemented for classification model training. The five 
prevalent classifiers of machine learning algorithms in this 
study were decision tree [31], discriminant analysis [32], 
SVM [33], K-nearest neighbor (KNN) classifiers [34], and 
ensemble classifier [35].

Results and Discussion

Raman Spectroscopy Characterization

Raman spectra of ten types of visible particle standard 
samples were obtained. The Raman spectra in the 
fingerprint region of 400–1800 cm−1 were selected 
for data pre-processing with baseline subtraction and 
normalization, which were subsequently used in the 
prediction model creation using machine learning 
algorithms. Figure 1 shows the mean intensity of the 
acquired Raman spectra for each particle standard (n 
= 50) in the region of 400–1800 cm−1, plotted with the 
standard deviation in gray shade overlay. The results 
show that a small method variation (standard deviation) 
of the Raman spectra was observed for polypropylene, 
PES, PVDF, PTFE, silicone oil, silicone tubing, and 
glass particles. However, relatively more variability 
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was observed for cellulose fiber, wool fiber, and 
protein particles, which may be due to the relatively 
strong f luorescent background causing a low signal/
noise ratio. Additional experiments showed that we 
could effectively suppress the f luorescence, increase 
the signal/noise ratio, and minimize the detection 
variation in several ways: (1) by using the excitation 
laser to “photobleach” the samples over an extended 
period of time (typically several minutes) to destroy 
the f luorescent chromophores [20]; (2) by increasing 
the laser intensity (e.g., to 10 mW); and/or  (3)  by 
extending the exposure time (e.g. by 10s) (data not 
shown here).

To better understand the main chemical group vibra-
tion modes and compare the characteristic peaks for each 
particle molecule, we analyzed the band assignments 
for each derived mean spectrum from the particle stand-
ard solutions in the detection region of 400–3745 cm−1 
(summarized in Table 1). The main band assignments 
in Table 1 demonstrate the consistency and accuracy of 

the acquired Raman spectra for each particle type in this 
study compared to the published Raman spectra band 
assignments [36–46]. Furthermore, this Raman spectral 
library served as a benchmark for the machine learning 
prediction model creation in this study. The details of the 
main Raman vibration mode interpretation for each type 
of particle are provided in the 18.

Machine Learning Analysis for Visible Particle 
Investigation

Principal Component Analysis Feature Dimension 
Reduction

PCA is a classical method for reducing high-dimensional 
data while retaining most of the variation in a dataset [30]. 
Using a few components, the sample data can be plot-
ted, and the similarities and differences between samples 
can be visually assessed [30]. Most importantly, it can 
speed up machine-learning algorithms and apply them 
to the entire dataset. In this study, principal components 
were analyzed for the entire Raman spectral data set in 
the region of 400–1800 cm−1 after baseline subtraction 
and normalization. PC1 (56%), PC2 (14%), and PC3 (7%) 
were selected for 3D visualization. Figure 2 shows all ten 
types of visible particles: four (glass, PTFE, PES, cel-
lulose) are displayed as fully isolated and six (wool and 
protein, PVDF and polypropylene, silicone oil and silicone 
tubing) as partially overlapping.

Training and Testing of Machine Learning Models

In this study, we used the classification learner app for 
machine learning analysis in MATLAB to build a model 
that could be applied to the prediction test set. The data-
set consisted of ten types of typical visible particles with 
50 Raman spectra acquired from each particle standard (n 
= 500 total). PCA was initiated for all machine learning 
algorithms. Raman spectra in the fingerprint region of 
400–1800 cm−1 were used in machine learning analysis 
after baseline subtraction and normalization. The par-
ticle name was imported as a response, and the band 
frequency (cm−1) was imported as a predictor. During 
model training, the cross-validation fold was k = 10 to 
overcome the insufficient data package and to avoid 
model overfitting. The top ten components (96.9% of the 
total variance: 55.5%, 14.4%, 6.9%, 5.7%, 3.8%, 3.6%, 
2.5%, 2.0%, 1.8%, and 0.7%) were selected to reduce the 
data dimension number from 473 to 10, but remained 
as highly representative as possible of the data charac-
teristics. The five machine learning algorithms in this 
study included ensemble classifiers, SVM, KNN, dis-
criminant analysis, and decision tree. All the machine 

Fig. 1   Raman spectra of typical visible particles in particle standard 
solutions. a Cellulose; b wool; c polypropylene; d PVDF; e PES; f 
PTFE; g silicone oil; h silicone tubing; i glass; j protein (IgG1 anti-
body). Raman spectra were measured at 532 nm laser-excited wave-
length with a laser intensity at 6 mW and a exposure time of 6 s. 
Mean spectra plotted in the figure were calculated from n = 50 spec-
tra per visible particle type, and standard deviation was added in grey 
shade for each mean spectra
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Table 1   Raman Data of Different Types of Visible Particles and Band Assignment

Assignment Band frequency (cm−1) and intensity

Cellulose Wool Polypropylene PVDF PES PTFE Silicone 
tubing/
oil

Glass Protein

υCC, υCO [36] 432m - - - - - - 438s 438w
4-fold silicate ring [45] - - - - - - - 491s -
υSiO sym, δCF2 [40, 41] - - - 486w - - 486s - -
υS-S, cysteine [37, 38] - ~509s - - - - - - 537m
υC-Si-C sym. [40] - - - - - - 704s - -
υCF2 sym. [44] - - - - - 735vs - - -
υC-Si-C asym [40]. - - - - - - 785m - -
C–C aromatic ring [37, 42] - - - - 788s - - - -
SiO4 with zero bridging 

oxygen [45]
- - - - - - - 797s -

ρCH2, υCCb, υC-CH3, 
ρCH3 [39–41]

- - 811s, 842m 797s, 809s-
sh, 837s, 
878s

- - 858w - -

δHCC, δHCO, (C–O–C) 
skeletal [36, 37]

895m 828-849w - - - - - - 843m

υCCb, ρCH3, δCH, ωCH2, 
C–C aromatic ring, CH 
deformation, phenylala-
nine [36, 37, 39]

995m-sh 1001m 994w - 1009w - - - 1001m-sh

υCO, υCC; υCOC, υCC 
asym., υCF3 sym. [36, 
37, 41, 43, 44]

1052s-sh, 
1091vs

1079w - 1052w 1073s 1043w - - 1080m

υSO [43] - - - - 1109m - - - -
υCCb, υC-CH3, δCH,ρCH3, 

τCH2, υC-C6H5, υCF2 
sym. [36, 37, 39, 44]

1115s-sh, 
1144s-sh

- 1152m, 
1165m-sh, 
1220m

1197w 1203w 1218w - - 1106m, 1121m

υO=S=O sym [43]. - - - - 1145vs - - - -
Amide III, umbrella [37, 38] - 1221–1282m - - - - - - 1190–1291m
υO=S=O asym.,  υCF2 

asym. [41]
- - - 1273w 1297w 1300m - - -

δHCC, δHCO, δHOC, 
ωCH2, τCH2, δCH, 
τCH2, δCH3 sym., δCH 
[36, 37, 39]

1337m, 1377s 1294m, 
1308m-sh

1305w, 1329s, 
1359m-sh

- - - - - 1337m

υCF [44] - - - - - 1378s - - -
δHCH, δHOC, δCH2, 

ωCH2, CH2/CH3 deforma-
tion; δCH3 asym. [36, 37, 
39, 41]

1446~1472m 1449s 1433m, 1458s 1426s - - - - 1452m

υC=C aromatic ring chain 
vibrations, tryptophan, 
C=N [37, 42, 43]

- 1593w, 
1607w-sh

- - 1580s-sh, 
1597vs

- - - 1618w

Amide I (α Helix) [37] - ~1657s - - - - - - -
Amide I (β-Pleated sheet) 

+ disordered [46]
- ~1677s - - - - - - 1666m

Amide I (CO-NH2) [37] - ~1685m-sh - - - - - - -
υCH2 sym. [39, 41] - - 2836s 2976vs - - - - -
υCH2 asym., υCH3 sym. 

[36, 37, 39, 41]
2889vs - 2880vs 3019s - - - - -

υCΗ sym. [36, 37, 39, 40, 
43]

2901vs-sh - 2903s-sh - 3072s - - - -
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learning algorithms were trained using 90% of the visible 
particle Raman spectra; the remaining 10% were used as 
the test dataset.

The confusion matrix generated from the classification 
learner app in MATLAB was used to evaluate the best 
model with the highest prediction accuracy for visible par-
ticle identification using the Raman spectra. Table 2 lists 
the training (validation) accuracy and test accuracy of the 
five algorithm models to predict visible particle identifica-
tion using Raman spectral data from particle standard solu-
tions. Figures 3 and 4 show the confusion matrices (num-
ber of observations) obtained using these five algorithms 
for the training and test datasets of the particle standard 
solutions, respectively.

In Table 2, among the five investigated machine learning 
algorithms, the ensemble classifier (subspace KNN) shows 

υ stretching, ω wagging, δ bending, τ twisting, ρ rocking, b backbone, vs very strong, s strong, m medium, w weak, sh shoulder, PVDF polyvi-
nylidene fluoride, PES polyether sulfone, PTFE polytetrafluoroethylene

Table 1   (continued)

Assignment Band frequency (cm−1) and intensity

Cellulose Wool Polypropylene PVDF PES PTFE Silicone 
tubing/
oil

Glass Protein

υCH2, υCH2 asym.,υCH3 
sym. [37, 44]

- 2922vs 2921s-sh - - 2929w 2901vs - -

υCH3 asym., υCH asym. 
[36, 37, 39, 40]

2954s-sh - 2959s - - - 2964s - 2937vs

υOH [36, 37] 3147–3549m 3138–3445m - - - - - - 3019–3669s

Fig. 2   PCA 3D visualization 
with 3 PCs

Table 2   Training and Test Accuracy for Visible Particle Identification 
with Raman Spectra Data from Particle Standard Solutions Using 
Five Machine Learning Algorithms

KNN K-nearest neighbor, SVM support vector machine

No. Model Particle standard solutions

Training 
(validation) 
accuracy

Test accuracy

1 1.23 ensemble — subspace KNN 100.0% 100.0%
2 1.10 SVM — cubic SVM 99.8% 100.0%
3 1.14 KNN — fine KNN 99.8% 100.0%
4 1.5 quadratic discriminant — 

quadratic discriminant
99.3% 98.0%

5 1.1 tree — fine tree 98.4% 100.0%
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Fig. 3   Training (validation) confusion matrix for variant visible par-
ticles in particle standard solutions using different machine learning 
algorithms. a 1.23 ensemble — subspace KNN; b 1.10 SVM — cubic 

SVM; c 1.14 KNN — fine KNN; d 1.5 quadratic discriminant; e 1.1 
tree — fine tree
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Fig. 4   Test confusion matrix for variant visible particles in particle standard solutions using different machine learning algorithms. a  1.23 
ensemble — subspace KNN; b 1.10 SVM — cubic SVM; c 1.14 KNN — fine KNN; d 1.5 quadratic discriminant; e 1.1 tree — fine tree
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a relatively good model with the highest prediction accu-
racy of 100% for both the training and test sets. The other 
four algorithms also achieved a high prediction accuracy of 
>98% for both training and test sets.

In the ensemble classifier model (subspace KNN), all 
Raman spectra from the particle standard solutions were suc-
cessfully classified into the correct particle type (Figures 3a 
and 4a). This model was able to distinguish correctly between 
particle types (e.g., silicone oil and silicone tubing) with very 
similar spectral characteristics and could also recognize 
potential slight differences that cannot be identified visually.

In the validation confusion matrices of Figure 3b and 
3c, one (1/45) silicone tubing particle Raman data point 
(true class) was mispredicted as silicone oil for both 
cubic SVM and fine KNN classifiers. In contrast, three 
(3/45) silicone oil Raman data points were misclassified 
as silicone tubing for the quadratic discriminant classi-
fier (Figure 3d). For the fine tree classifier (Figure 3e), 
one (1/45) PVDF Raman data point was misclassified as 
polypropylene, and one (1/45) PVDF Raman data point 
was misclassified as wool. An additional five (5/45) 
protein Raman data points were misclassified as wool. 
Unsurprisingly, the misprediction pairs observed in dif-
ferent machine learning algorithms coincided with the 
partially overlapping particle groups shown in the PCA 
3D visualization plot (Figure 2) (e.g., silicone oil and 
silicone tubing, wool and protein, PVDF, and polypro-
pylene), which is mainly due to the partial or high simi-
larity of Raman spectra among these groups (Figure 1).

Compared to other algorithms, the fine tree classifier (one 
of the decision tree algorithms in MATLAB) gave a relatively 
high misprediction number (5/45) for protein particles when 
used in model training. This might be because the classifica-
tion tree is built through a binary recursive partitioning pro-
cess from the root node to each leaf note, and the predictors 
for each node are generated and optimized step-by-step using 
each individual data. By contrast, other classifiers are primar-
ily built through a distribution or fitting function optimized 
from the overall dataset; thus, the individual data have a 
greater impact on the prediction accuracy of the decision tree 
classifier compared to that on accuracy of other algorithms.

In the test confusion matrices (Figure 4), only the fine 
KNN classifier (Figure 4d) mispredicted one (1/5) silicone 
oil Raman data point as silicone tubing. The other classifiers 
showed 100% prediction accuracy after training.

Conclusion

In summary, this study generated classification models with 
a high prediction accuracy of >98%, by applying machine 
learning to Raman spectral data analysis for visible particle 

identification of manually prepared particle standard solutions. 
The highest prediction accuracy was 100% and was achieved 
using the ensemble (subspace KNN) classifier. Using this 
model, all Raman spectral data were successfully classified 
into the correct particle type, even for highly similar Raman 
spectral data species of silicone oil versus silicone tubing.

However, to further explore the applicability of this 
approach for particle identification in real drug products, it 
will be necessary to expand the library to include additional 
sources of particles (e.g., new particle types, composite par-
ticles, and stress conditions) and to set up various offline 
sample manipulation approaches. The proposed particle pre-
diction models could be utilized in different Raman-based 
process analytical technologies through the development of 
an online micro-Raman detection probe and automatic soft-
ware for particle identification. With these efforts, the opti-
mized approach could potentially accelerate visible particle 
identification by simplifying data analysis, improving result 
accuracy, and potentially responding in real-time. This will 
ultimately shorten the investigation into causes of visible 
particles in injectable liquid drug product manufacturing and 
advance process improvement and control.
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