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A B S T R A C T   

The advancement of measurement has led to rigorous demands for the accuracy and efficiency of roundness 
evaluation of minimum zone circle (MZC) for profile with massive points. Existing algorithms struggle to balance 
efficiency and accuracy in such cases. A fast hybrid roundness evaluation (HCGPSO) algorithm for MZC based on 
the computational geometry (CG) and particle swarm optimization (PSO) algorithm is proposed, which in-
corporates a CG-based global best (gBest) selection method into the PSO algorithm and refines the termination 
criterion. A comparison with the published studies demonstrated that the HCGPSO algorithm were accurate and 
result are displayed to 10-15 mm. The impact of target accuracy, the harmonic and the number of points con-
tained in profile on the performance of proposed algorithm are analyzed. With sub-nanometer target evaluation 
precision, HCGPSO enhances efficiency by an average of 64 % for profiles containing the highest harmonics from 
30 undulations per revolution (upr) to 500 upr with 1500 points. For profiles with 300 to 4000 points at 150 upr, 
an average efficiency enhancement of 60 % was observed. For profiles with 4000 points at 500 upr from four 
workpieces, the calculation time is reduced by 55 % on average compared to the PSO algorithm, with increased 
accuracy and stability.   

1. Introduction 

Roundness can be used to evaluate the difference between a 
measured profile and standard circle, and is widely applied to evaluate 
the quality of a measured object in industry [1–3], machinery [4–6], and 
other fields [7,8] as shown in Fig. 1. Gyro is used in high-resolution 
satellites and space telescopes to accurately perceive motion postures 
[3], which places extremely high demands on the mechanical accuracy 
of rotating workpieces such as universal joints and rotors. Roll-to-roll 
manufacturing technology can be used to manufacture, for example, 
flexible electronic devices, functional films, paper, and fabrics. The 
mismatching of roller axes, roundness errors, and imbalances may cause 
runout and tension disturbances, which lead to reduced product quality 
[1]. For some high-end equipment, such as high-speed trains and tunnel- 
boring machines, the mechanical accuracy of bearings has a significant 
impact on equipment performance [6]. In the biological and chemical 
fields, roundness can be used to evaluate the quality of the printing 
droplets of bacterial arrays for biosensors [7]. The size and shape of 
Alginate-based hydrogels which used in drug delivery and cell encap-
sulation is also significant parameter [8]. 

It can be seen that rotary workpieces are evidently significant across 
various domains. With the continuous advancement of precision 
machining and measurement techniques, there is an increasingly 
requirement for the accuracy of roundness evaluation algorithms. The 
accuracy of the profile evaluation algorithm must be significantly higher 
than the measurement accuracy so that no additional errors are intro-
duced during the evaluation stage. The uncertainty or accuracy re-
quirements of some rotary standard parts that are often used for 
calibration of high-precision instruments have reached the nanometer 
level [9,10]. In the field of machine tool error calibration, nanometer or 
even sub-nanometer profile measurement accuracy has become very 
common with the application of high-precision capacitive sensors and 
error separation technology [10–13]. At the same time, the profile 
measurement accuracy of professional roundness/cylindricity 
measuring instruments has also reached nanometer accuracy or uncer-
tainty [14,15]. With nanoscale profile measurements, the accuracy of 
the roundness evaluation algorithm must reach the sub-nanometer to 
effectively prevent the introduction of additional errors in the calcula-
tion stage. Furthermore, ultra-high-precision surface processing tech-
nology [16] and sub-nano displacement technology [17] are also being 
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developed. Therefore, roundness error evaluation with sub-nanometer 
precision is imperative. To provide richer profile information and a 
more accurate quality evaluation [18,19]. More and more sampling 
points of profile are also required. In some cases, real-time parameter 
detection is also required [2]; hence, developing a fast and accurate 
roundness evaluation algorithm for a profile with massive points is of 
great importance. 

ISO 12181–1 stipulates four roundness evaluation methods, that is, 
least squares circle (LSC) method, MZC method, minimum circum-
scribed circle (MCC) method, and maximum inscribed circle (MIC) 
method, of which the MZC method is the only method that complies 
with the definition of roundness, and roundness evaluated by the MZC 
method is minimum. When there is a dispute over the roundness of a 
workpiece, the MZC method should be applied to evaluate roundness 
[20]. 

At present, two main types of MZC evaluation algorithms exist; one is 
based on CG. The center of the MZC can be determined by four control 
points [21,22], which satisfies the 2 + 2 model of two control points C, D 
on the inner circle and two control points E, F on the outer circle. It can 
be seen that the exhaustion of the control points can identify MZC; 
however, the calculation required for an n-point dataset is n!/4!(n-4)!. 
An increase in the number of points leads to a rapid increase in 
computational complexity. Most recent research on roundness evalua-
tion based on CG is devoted to find the accurate four control points 
efficiently [23–29], as shown in Table 1. Xiuming and Zhaoyao [25] 
introduced the convex hull to eliminate some redundant data in polar 

coordinate and then calculate the roundness with the proposed mini-
mum zone lines method. Calvo and Gomez [26] used the idea of 
calculating straightness to calculate the MZC, MIC and MCC in polar 
coordinates. Liu et al. [27] proposed an intersecting chord method to 
calculate MZC of the profile obtained from coordinate measuring ma-
chine (CMM). The method is based on the cross relationship between the 
chord constructed by the inner control points and the outer control 
points, rather than the calculation of search step and search direction, 
which effectively saves calculation time. Khlil et al. [28] proposed the 
alternative exchange method, which randomly selects three points and 
then designs an exchange criterion to update the last outer point to find 
the possible combinations of control points for the MZC. Zhuo et al. [29] 
summarized the angle relationship of the control points in the minimum 
zone criterion and designed a control point update method based on this 
relationship to calculate MZC. Such CG-based algorithms make complex 
provisions and calculations to determine the next iteration direction, 
and most of the algorithms are for profiles from a CMM that have fewer 
than 200 points. 

The other type of MZC evaluation algorithm consists of nonlinear 
optimization algorithms. Owing to their flexibility, robustness, and 
versatility, nonlinear optimization algorithms find extensive application 
in various fields [30–37], such as high-dimensional optimization prob-
lems, image segmentation, traveling salesman problems, etc. They have 
also made progress in the field of MZC evaluation recently [38–46], as 
shown in Table 2. Sun [38] and Du et al. [39] used the PSO algorithm to 
evaluate the MZC and optimized the parameter selection of the PSO 

Fig. 1. Application of roundness.  
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algorithm to find the MZC. Rossi et al. [41] used an improved genetic 
algorithm to evaluate the MZC of a profile containing 1800 points and 
reduced the calculation time from 70 to 80 s to less than 9 s by opti-
mizing the parameters. Nouira and Bourdet [42] developed a small 
displacement screw algorithm to satisfy the roundness calculation re-
quirements of nano uncertainty cylindricity measuring instruments. 
Huang et al. [44] combined the bidirectional search of unequal proba-
bility and offset movement mechanisms to obtain the MZC, thereby 
greatly improving the algorithm’s computational speed and stability. Li 
et al. [45] proposed an improved bat algorithm that combines the bat 
algorithm and sparrow search algorithm to calculate the MZC, thereby 
effectively improving the issue of the algorithm being prone to falling 
into local optima. Current nonlinear optimization algorithms are fast 
and easy to implement; however, their results are all approximate rather 
than an accurate optimal MZC determined by control points. If the 
requirement arises for high-precision calculation, the calculation time 
increases significantly because of the smaller iteration step size in later 
iterations. 

A hybrid algorithm that combines the PSO algorithm and CG is 
proposed to achieve accurate and fast calculation of the MZC for profiles 
containing massive points. A new gBest selection method based on CG is 
added to the PSO algorithm and a minimum zone criterion that con-
strains the four control points is set as the termination criterion, which 
effectively improves the accuracy, efficiency, and stability of the MZC 

evaluation for profiles containing massive points. The performance of 
the algorithm was analyzed through a series of experiments. First, the 
accuracy of the algorithm was verified by the calculation of the MZC of 
four datasets from previous studies. Then, based on the constructed data 
obtained using a roundness measurement instrument, the trend of gBest 
during the iteration process and the impact of target accuracy, har-
monics, and the number of points contained in the profile on the algo-
rithm were analyzed. The results demonstrates a notable improvement 
in efficiency, accuracy, and stability when facing the various profiles 
with different number of points and harmonics. The minimum zone 
roundness (MZR) of datasets containing massive points from four 
workpieces were also calculated and the calculation time is reduced by 
55 % compared to the PSO algorithm, with increased accuracy and 
stability. The experimental results demonstrated that the proposed al-
gorithm greatly improved efficiency while obtaining high-precision and 
stable results for a profile containing massive points. 

2. MZC model 

The reference circle of the MZC is a set of concentric circles, in which 
the larger diameter is called the outer circle and the smaller diameter is 
called the inner circle. All points of the profile must fall within or on the 
annular region composed of concentric circles, and when the radius 

Table 1 
Roundness evaluation algorithm based on CG.  

References Roundness 
evaluation method 

Description Feature 

[24] Semi-definite 
programming 

The problems of 
circularity are 
formulated as 
differentiable 
constrained 
optimization 
problems, and then 
reformulated as SDP 
problems. 

CG-based algorithms 
make complex 
provisions and 
calculations to 
determine the 
iteration direction. 
Most of the 
algorithms are for 
profiles from a CMM 
that have fewer than 
200 points. The 
calculation time will 
increase sharply 
when calculating 
massive point 
profiles. 

[25] Convex hull 
algorithm 

Introduce the convex 
hull to eliminate some 
redundant data in 
polar coordinate and 
then calculate 
roundness with 
minimum zone lines. 

[26] Polar Line 
Transformation 
Method 

Use the idea of 
calculating 
straightness to 
calculate the MZC, 
MIC and MCC in polar 
coordinates. 

[27] Intersection chord 
method 

Calculation MZC from 
CMM based on the 
cross relationship 
between the chord 
constructed by the 
inner control points 
and the outer control 
points. 

[28] Alternative 
exchange method 

Randomly select three 
points and then 
designs an exchange 
criterion to update the 
last outer point to find 
the possible 
combinations of 
control points. 

[29] Minimum zone 
criterion based- 
algorithm 

Design a control point 
update method based 
on cross relationship 
from minimum zone 
criterion.  

Table 2 
Roundness evaluation algorithm based on nonlinear optimization algorithms.  

References Roundness 
evaluation method 

Description Feature 

[38] New variants of 
PSO 

Proposed five new 
variants of PSO 
altering the inertia 
weight, number of 
swarms and maximum 
velocity for computing 
the roundness error. 

Their results are all 
approximate rather 
than an accurate 
optimal MZC 
determined by 
control points. If the 
requirement arises 
for high-precision 
calculation, the 
calculation time 
increases 
significantly because 
of the smaller 
iteration step size in 
later iterations. 

[39] Improved PSO 
method 

Propose novel PSO 
algorithm by changing 
the inertia weight 
value and attaining its 
best value. 

[41] Fast GA with five 
different 
variations 

By selecting optimal 
GA parameters, the 
computation time 
significantly reduced 
when provides greater 
accuracy for profile 
with 1800 points. 

[42] Small 
displacement 
screw roundness 
method 

Use developed SDS 
method to evaluation 
roundness for high 
cylindrical 
measurement machine 
with nanometric 
levels of accuracy. 

[44] Bidirectional 
search of unequal 
probability and 
offset movement 

Combine the 
bidirectional search of 
unequal probability 
and offset movement 
mechanisms to obtain 
the MZC, greatly 
improving the 
algorithm’s 
computational speed 
and stability. 

[45] Improved bat 
algorithm 

Combine the bat 
algorithm and 
sparrow search 
algorithm, effectively 
improving the issue of 
the algorithm being 
prone to falling into 
local optima.  
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difference between the outer circle and inner circle is minimized, the 
MZC is obtained. The objective function of the algorithm for the MZC 
calculation is usually defined as 

F(a, b) = min[max(di) − min(di)] (1) 

where dn represents the distance from the center of the reference 
circle to each point of the profile. The MZR can be expressed as 

MZR = max(dn) − min(dn) (2) 

The minimum zone criterion is used to determine whether the cur-
rent reference circle is minimized, as shown in Fig. 2. 

The criterion proves that MZC that meets the definition must satisfy 
the following three conditions [29]: 

(1) All points are between or above the annular region composed of 
the inner circle and outer circle: 

min(dn) ≥ Rinnerandmax(dn) ≤ Router (3) 

(2) At least two points of the profile are located on the inner circle 
and two points of the profile are located on the outer circle. 

(3) The points αC, αD on the inner and outer circles βE, βF will appear 
alternately with the change of angle as shown in Fig. 2. We can obtain: 

αmin = min(αC,αD), αmax = max(αC,αD)

βmin = min(βE, βF), βmax = max(βE, βF)
(4) 

Then the relationship between the four control points can be 
expressed as 

αmin < βmin < αmax < βmaxorβmin < αmin < βmax < αmax (5) 

The position of the center of the MZC is uniquely determined by the 
intersection point of the perpendicular bisector of CD and EF: 

{

y −
yC + yD

2
= −

xC − xD

yC − yD
(x −

xC + xD

2
)

y −
yE + yF

2
= −

xE − xF

yE − yF
(x −

xE + xF

2
)

(6)  

3. Hybrid roundness evaluation algorithm based on CG and PSO 

The flow chart of the proposed algorithm is shown in Fig. 3 and the 
red marker indicates the improvement of the proposed algorithm 
compared with the PSO algorithm. 

The algorithm needs to first determine the initial value and search 

range of particles, which will be introduced in detail in Sect. 3.1. Then 
the algorithm calculates the fitness value of each particle, updates the 
personal best (pBest) for each particle, and then selects the best solution 
from all particles to assess whether gBest should be updated. If gBest 
should be updated, the best solution is taken as gBestPSO which is same 
as gBest in the PSO algorithm, and a new method based on CG is added 
to obtain a potential solution, which is recorded as gBestcross. The 
method is detailed in Sect. 3.2. Then the better value from gBestPSO and 
gBestcross is selected as the final gBest. Next, the position and velocity of 
particles are updated according to the following update method with 
inertia weight: 

{

Vk+1
m = ω⋅Vk

m + c1 × rand1 × (pBestm − Xm)

+c2 × rand2 × (gBestm − Xm)

Xk+1
m = Xk

m + Vk+1
m

m = 1, 2, ...,M (7) 

where Xm and Vm represent the position and velocity of the particle 
and Xm are the coordinates of the potential center of the MZC. K is the 
number of iterations, M is the number of particles, which is set to 100, 
and ω is the inertia factor, which is set to 0.4. The values c1 and c2 are 
individual learning factors and social learning factors, respectively, 
which are all set to 2. The values rand1 and rand2 are random numbers in 
the range [0,1]. The above parameter selection was determined after 
some attempts based on [38]. Then the algorithm proceeds to the next 
iteration until the gBest meets the minimum zone criterion or reach the 
set maximum number of iterations. 

3.1. Initial value and search range 

The position selection of the initial center of the circle is based on the 
LSC method. It is easy to obtain the center (a0, b0) the of LSC and least 
square roundness (LSR) according to the LSC method [47]. The position 
of initial particle (am, bm) is randomly generated in a square region, with 
(a0, b0) as the center and LSR as the side length. To effectively prevent 
the scenario in which the optimal solution may be excluded from the 
initial search range, the search rang is always centered on gBest, which 
changes dynamically with the iterations, as shown in Eq. (6) For parti-
cles that exceed the search range, the particle is randomly regenerated in 
the search area: 

am ∈ [agBest −
LSR

2
, agBest +

LSR
2

], bm ∈ [bgBest −
LSR

2
, bgBest +

LSR
2

] (8)  

3.2. New global best selection method 

When the best value among all particles is better than the historical 
gBest, the step of updating gBest is performed. The current best value is 
recorded as gBestPSO and the proposed method generates another 
possible solution gBestcross. The distance between each point of the 
profile and gBestPSO is calculated. The nearest and second-nearest 
points are taken as possible control points Ck, Dk on the inner circle, 
and the furthest and second-furthest points are taken as possible control 
points Ek, Fk on the outer circle, respectively. The intersection of the 
vertical bisectors of the line segments CkDk and EkFk is solved by Eq. (6) 
and record as gBestcross. The intersection point is considered as a 
possible center solution and the fitness of gBestcross is calculated using 
Eq. (1). The better value from gBestPSO and gBestcross is chosen as the 
final gBest. 

The selection method of gBestcross is inspired by the Voronoi dia-
gram method based on CG. The paper [21] selected the center of the 
MZC from the X-type vertices, which is the intersection point of the 
perpendicular bisector of two segments formed by four points on the 
profile. It can be seen that gBestcross has the potential to be the optimal 
solution. The principle of gBestcross selection is substantially different 
from that of gBestPSO selection; hence, it is regarded as a mutation, 
which is conducive to the global search of a particle swarm and avoids 
falling into the local optimum. The selection of gBestcross also improves Fig. 2. Minimum zone criterion.  
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the convergence speed, and the control points obtained eventually 
conform to the partial minimum zone criterion according to the set 
termination criterion. Additionally, the accelerated convergence effect 
of the proposed algorithm is so obvious that its advantage is far greater 
than the increased additional calculation. These characteristics are 
analyzed in detail through experiments in subsequent sections. 

3.3. Termination criterion 

The termination criterion of the new algorithm is set to meet the 
minimum zone criterion or reach the set maximum number of iterations. 

In each gBest update, possible control points Ck, Dk, Ek and Fk are 
identified during the calculation of gBestcross and whether the iteration 
stops is determined by assessing whether the four control points satisfy 
the minimum zone criterion. It can be seen that the possible control 

points meet condition (2) of the minimum zone criterion. Then whether 
condition (1) is met is determined, that is, whether all points of the 
profile fall within the annular region controlled by points Ck, Dk, Ek and 
Fk. If satisfied, condition (3) is assessed, that is, whether the angle 
relationship of the four control points satisfies Eq. (4). If yes, the itera-
tion terminated. 

Setting the maximum number of iterations as the termination con-
dition can prevent the search time from being too long occasionally. At 
this time, even if the algorithm stops without finding qualified control 
points, the roundness obtained has substantially met the accuracy re-
quirements because of accelerated convergence. 

4. Experiment and analysis 

A series of experiments was conducted to analyze the performance of 

Fig. 3. Flow chart of the HCGPSO algorithm.  
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the algorithm. In Sect. 4.1, the accuracy of the proposed algorithm is 
simply verified by comparing the control points and MZC results of four 
published datasets. In Sect. 4.2, the method of constructing points with 
different harmonics and different points based on the profile from 
roundness measurement instrument is introduced, and the trend of 
gBestPSO and gBestcross regarding iteration is analyzed to show how the 
new rules achieve a faster and more accurate calculation. In Sect. 4.3, 
the effects of the target accuracy, harmonics, and number of points 
contained in the profile on the performance of the algorithm are 
compared and analyzed. Profiles with massive points from four different 
workpieces are used to prove the advantages of the algorithm. The PSO 
algorithm is compared with the proposed algorithm, and two algorithms 
are run with the same parameters in the same environment. 

4.1. The MZC calculation of profiles from published papers 

The proposed algorithm is used to calculate MZC of dataset1- 
dataset4 from other literatures. The results of the control points and 
MZR were compared to verify whether the algorithm had a calculation 
error. The results are shown in Table 3. 

In some studies based on the CG method [27,48,50], the results of the 
index of control points were provided, which is consistent with the 
control points obtained by the HCGPSO algorithm. The results were 
retained to 10-15 mm by the HCGPSO algorithm and the results from 
other algorithms were retained to 10-12 mm at most [43]. The results of 
the control points, center, and MZR all indicate that the proposed al-
gorithm obtained accurate results. 

4.2. Profile construction and gBest iteration analysis 

To make the profile closer to the actual features of the measured 
profile, a high-precision roundness measuring instrument was used to 
measure the profiles from five different workpieces to obtain dataset5- 
dataset9. The circularity measurement instrument utilized in our labo-
ratory is a custom-built system with a displacement sensor boasting a 
measurement resolution of 1 nm, coupled with a measurement uncer-
tainty of less than 10 nm. This precision instrument has undergone 
meticulous error calibration and compensation for its critical compo-
nents. And employing sophisticated error separation techniques, it 
effectively dissects and compensates for complex instrument errors. 
Prior to measurement, the instrument undergoes thorough the adjust-
ments of decenter and tilt. Datas are collected after the instrument has 

been running smoothly for a period of time. Subsequently, the acquired 
data undergoes rigorous preprocessing, including outlier removal and 
filtering. Furthermore, the roundness measurement instrument has also 
been inspected by accredited institutions utilizing high-precision stan-
dard parts. 

The measured profile was angle-displacement data containing 4000 
points. The measured parts are all bearing outer rings, made of steel, 
with polished surfaces and diameter of 47, 45, 62, 80, and 100, 
respectively. Then, based on the principle of harmonic analysis, the 
profiles containing different harmonics and the number of points were 
obtained. The fluctuation trend of the profile generated by this method 
with different points and different harmonics tends to be consistent, 
which can reduce the accidental influence on performance analysis. 
Profile fluctuations of different frequencies are referred to as harmonics, 
which are represented by upr. The amplitude and phase of each upr can 
be determined by a fast Fourier transform. The first-order component R 
should be the approximate radius, which is obtained by calibrating the 
probe position of the roundness measuring instrument. The first-order 
component is considered to be eccentric and substantially less than 
the radius, which was set to 0. Harmonics above 500 upr are considered 
as noise and eliminated. The amplitude and phase from 2 upr to 500 upr 
for dataset5 are shown in Fig. 4(a) and 4(b). 

Then the profiles containing different points and harmonics are 
constructed by changing the superposition parameters of the harmonic 
as follows: 

pn = R+
∑K

k=1
Ckcos(k

2π(n − 1)
N

+ φk), n = 0, 1,⋯,N − 1 (9)  

θn =
2π(n − 1)

N
, n = 0, 1,⋯,N − 1 (10)  

pn is the amplitude of the profile at angle θn and k is the harmonic order. 
Changing the size of K enables the rang of harmonics contained in the 
profile to be controlled. Changing the size of N enables the number of 
points contained in the profile to be controlled. Then the polar co-
ordinates are transformed into rectangular coordinates to obtain the 
data directly used for algorithm analysis. Fig. 4(c) shows profiles con-
taining 2–50 upr, 2–150 upr, and 2–500 upr with 1500 points. Fig. 4(d) 
shows profiles containing 300, 500, and 1000 points with 2–150 upr. 

To prove that the introduction of gBestcross is beneficial for obtain-
ing a better gBest than the PSO algorithm, the PSO algorithm is used to 

Table 3 
Comparison of the results from various papers.   

x-coordinate of center y-coordinate of center  Index of control points (inner-outer) MZR 

Dataset1      
[48]  0.00536  0.00788  63,85–36,59  957.35 
[49]  0.00534671  0.00790906    957.42 
[43]  0.005346707309  0.007909059150    957.419945646 
[45]  0.0053467  0.0079091    957.4200 
HCGPSO  0.005355464193773  0.007880734369165  63,85–36,59  957.353902655630       

Dataset2      
[27]  0.0015789  − 0.000910  10,72–105,45  13.518 
[29]      13.51 
HCGPSO  0.015789534275905  − 0.000910095355967  10,72–105, 45  13.518718194177       

Dataset3      
[49]  82.99094140  97.00838754    38.2304 
[43]  82.990941049 445  97.008387267061    38.230943982 
[50]    1,16–8,20  38.2 
HCGPSO  82.990941049444501  97.008387267061352  1,16–8,20  38.230943981574       

Dataset4      
[27]    12,32–15,34  8.5 
[49]  0.03561497  − 0.05292948    8.54 
[43]  0.035614 971,221  − 0.052929481201    8.537464355 
HCGPSO  0.035614971220512  − 0.052929481200635  12,32–15,34  8.537464354593  
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analyze the variation and relationship between gBestPSO and gBestcross. 
The profile containing highest harmonic of 150 upr with 1500 points 
was constructed based on dataset5. The maximum iteration step of the 
PSO algorithm was fixed at 20. After each iteration of the PSO algorithm, 
gBestcross was solved based on gBest, which means that gBestcross was 
only saved for analysis and no longer participated in the iteration. The 
calculation for one profile was repeated 1000 times. The value of gBest 
and gBestcross were compared in each iteration and the number of times 
they appeared as the better solution were recorded. The results are 
shown in Fig. 5 and gBest of the PSO algorithm is represented as 
gBestPSO in the figure. The horizontal axis represents the number of 
iterations, and the vertical axis represents the number of times that 
gBestcross and gBestPSO were a better value among 1000 calculations in 

the corresponding step. The ratio on the bar graph is the number of times 
gBestcross was the better value divided by the total number of times of 
gBest was updated among 1000 calculations in the corresponding step. 

In the early stage (steps 1–5), the probability that gBestcross was the 
better value was less than 50 %. The introduction of gBestcross into the 
proposed algorithm is regarded as a mutation, which is conducive to a 
full search in the global range, can prevent particles from falling into the 
local optimum, and can also accelerate convergence with a small 
probability. In the middle stage (steps 5–10), the probability that 
gBestcross was better was approximately 50 %-95 %, which indicates 
that there was a high probability that gBestcross was adopted as gBest 
and effectively accelerated convergence. In the later stage (steps 11–20), 
the probability that gBestcross was better exceeded 95 % until it was 

Fig. 4. Profile construction. (a) Amplitude of the profile. (b) Phase of the profile. (c) Profile with harmonic of 2–50 upr, 2–150 upr and 2–500 upr. (d) Profile with 
300 points, 500 points and 1000 points. 
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Fig. 5. Relationship between gBestPSO and gBestcross with iterations.  

Fig. 6. Algorithm performance for profiles containing different harmonics. (a) The main image shows the ideal roundness for profiles with different harmonics. The 
embedded image shows the difference between the MZR obtained by the PSO algorithm and HCGPSO algorithm for different profiles with different target accuracies. 
(b) Standard deviation (std) of roundness solved by two algorithms for different profiles with different target accuracies. (c) Calculation time of two algorithms for 
different profiles with sub-nano targets. The time reduction rate is the calculation time difference between the two algorithms divided by the calculation time taken 
by the PSO algorithm. (d) Calculation time of two algorithms for different profiles with nano targets. 
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close to 100 %. The introduction of gBestcross almost accelerated the 
iteration of the algorithm, and control points that satisfied the minimum 
zone criterion were obtained quickly based on the termination criterion. 
Simultaneously, it can be seen that gBestcross depended, to a certain 
extent, on gBestPSO. This means that after gBestPSO was optimized to the 
target accuracy, the calculation of gBestcross was invalid, even if 
gBestcross achieved higher accuracy. Therefore, the target accuracies 
that affected the advantages of the HCGPSO and PSO algorithm differed. 
The experiments in next section will also prove this conclusion. 

The analysis in this section indicates that the new rule obtained a 
better gBest than the PSO algorithm, which effectively improved 
computational efficiency. 

4.3. Analysis of the impact of profiles on algorithm performance 

In practical applications, the uncertainty of some high-precision 
roundness measurement equipment has reached the sub-nano [39]. 
The sub-nano and nano were set as target accuracies in subsequent 
analysis, and the termination criterion of the PSO algorithm was 
adjusted according to the target accuracy. The proposed algorithm was 
iterated for a sufficient time until it obtained control points that satisfied 
the minimum zone criterion. This MZR value is considered as the 
theoretical optimal MZR. The PSO algorithm was set to stop when gBest 
was better than MZR + 0.1 nm/1 nm, whereas the termination criterion 
of the HCGPSO algorithm was still as described in Sect. 3.3. The calcu-
lation was repeated 1000 times for each profile and the average value of 
roundness, standard deviation, and average calculation time were 

recorded for each profile. After our test, the results displayed by the 
algorithm in 1000 runs have stabilized. The initial particle positions for 
two algorithms remained consistent in each calculation. 

Then profiles that contained the highest harmonic of 10–500 upr 
with 1500 points were constructed based on dataset5 to analyze the 
impact of different harmonics contained in profiles on the algorithm 
performance for sub-nano and nano target accuracy. The results are 
shown in Fig. 6. 

For sub-nano target accuracy, the calculation time of the HCGPSO 
algorithm reduced by 64 % on average compared with the PSO algo-
rithm for profiles whose highest harmonic was greater than 30upr. The 
calculation time of profiles with the highest harmonics of 50 upr, 150 
upr and 500 upr is reduced by 46 %, 67 % and 63 %, respectively. The 
average roundness difference between nano and sub nano precision al-
gorithms is about 0.6 nm and 0.06 nm, respectively. The accuracy of 
propose algorithm is significantly better than the PSO algorithm. The 
standard deviation of the proposed algorithm was better than those of 
the PSO algorithm and the standard deviation of the proposed algorithm 
was equal to 0 for the profile with the highest harmonic greater than 90 
upr. For nano target accuracy, the calculation time reduced by 49 % on 
average compared with that of the PSO algorithm for profiles whose 
highest harmonic was greater than 90 upr. The calculation time of 
profiles with highest harmonic of 150 upr and 500 upr reduced by 48 % 
and 41 %, respectively. The accuracy and stability of the calculation 
results were also better than those of the PSO algorithm. The results 
show that the HCGPSO algorithm had a greater advantage when sub- 
nano was used as the target accuracy than when nano was used. For 

Fig. 7. Algorithm performance for profiles containing different numbers of points. (a) The main image shows the ideal roundness. The embedded image shows the 
MZR difference of the HCGPSO and PSO algorithms. (b) Standard deviation of roundness for profiles containing different numbers of points. (c) Calculation time for 
profiles with sub-nano targets. (d) Calculation time for profiles with nano targets. 
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some profiles that only contained extremely low harmonics, the per-
formance advantages of the proposed algorithm were also weak. This 
implies that the gentle fluctuation of the profile led to little change in the 
selection of control points with the change of gBestPSO. 

To analyze the impact of the profile containing different number of 
points on the performance of HCGPSO algorithm, profiles of 300–4000 
points with the highest harmonic of 150 upr were constructed. The re-
sults are shown Fig. 7. 

For sub-nanometer target accuracy, the calculation time of the 
HCGPSO algorithm for profiles with different numbers of points reduced 
by 60 % on average compared with that of the PSO algorithm. The 
calculation time of profiles with 500, 1500, and 3000 points reduced by 
85 %, 68 %, and 46 %. For nano target accuracy, the calculation time of 
the proposed algorithm reduced by 36 % on average. The calculation 
time of profile with 500, 1500, 3000 points reduced by 75 %, 48 %, and 
17 % respectively. The proposed algorithm also significant improved in 
accuracy and stability compared with the PSO algorithm. The analysis 
also shows that the advantage of the proposed algorithm in terms of 
efficiency gradually reduced as the number of profile points increased. 

Finally, to prove the feasibility of the proposed algorithm for the 
MZC calculation of the profile with massive points, the dataset6- 
dataset9 were obtained from four workpieces with diameter of 45, 62, 
80, and 100 using the roundness measuring instrument, as shown in 

Fig. 8. 
Profiles contained the highest harmonic of 500 upr with 4000 points 

were constructed. Taking sub-nanometer as target accuracy, calculation 
time and standard deviation are compared and the results are shown in 
Table 4. 

The calculation time of the HCGPSO algorithm for dataset6-dataset9 
reduced by 54 %, 65 %, 39 %, and 64 %, with an average reduction of 55 
%. The MZR of the proposed algorithm was still approximately 0.064 nm 
smaller than that of the PSO algorithm. The standard deviation was also 
better than that of the PSO algorithm, and three of MZR standard 

Fig. 8. profile from different workpieces. (a) dataset6. (b) dataset7. (c) dataset8. (d) dataset9.  

Table 4 
Comparison of the results of dataset6-dataset9.   

Dataset6 Dataset7 Dataset8 Dataset9 

MZR (μm) 1.2106 4.0190 4.0949 0.9724 
time (ms) HCGPSO 19.12 22.25 40.54 17.02 

PSO 41.80 62.96 66.11 46.82      

Difference of MZR (nm) 0.0639 0.0637 0.0650 0.0650      

Standard deviation 
(nm) 

HCGPSO 0.0000 0.0000 0.0000 0.0000 
PSO 0.0245 0.0245 0.0237 0.0243  
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deviation were 0. 
In this section, we give the calculation time, calculation accuracy, 

and standard deviation of the PSO algorithm and the HCGPSO algorithm 
for MZC evaluation with different target accuracy and the profiles 
containing different numbers of points and harmonics. For nanometer 
and sub-nanometer target accuracy, our proposed algorithm exhibits a 
superior computational efficiency at sub-nano level compared to the 
nano. This demonstrates that the new rules designed by the algorithm 
can function more effectively when facing higher precision calculation 
requirements. In the evaluation of profiles containing 10–500 upr and 
300–4000 points, the efficiency of the HCGPSO algorithm is improved 
by over 30 % at the sub-nano target. The standard deviation of the re-
sults also indicates that the stability of the HCGPSO algorithm is better 
than that of the PSO algorithm. In profiles containing 4000 points from 
four different workpieces, the algorithm’s average efficiency increases 
by 55 %. Moreover, the accuracy and standard deviation of the HCGPSO 
algorithm are significantly better than those of the PSO algorithm. 

The analysis above demonstrates that the HCGPSO algorithm ex-
hibits high precision and remarkable solution stability. Notably, its 
standard deviations are consistently smaller than those of the PSO al-
gorithm, and in many cases, approach 0. Although we employed a 
relatively broad initial particle position range to ensure the accuracy of 
the algorithm, the algorithm still has strong repeatability, which is an 
advantage of using the minimum zone criterion as the iteration termi-
nation criterion. In terms of computational efficiency, the HCGPSO al-
gorithm has made significantly advancements over the PSO algorithm. 
Its combination with the crossover criterion during the iterative process 
of the global best value determines that the algorithm can greatly 
improve in terms of computational efficiency, while also laying the 
foundation for the modification of the iterative stopping condition. This 
is attributed to its integration with the minimum zone criterion 
throughout the iterative process for gBest values, contributing sub-
stantially to enhanced computational efficiency while laying the 
groundwork for iteration termination condition refinements. Above all, 
the HCGPSO algorithm demonstrates a notable improvement in effi-
ciency, accuracy, and stability when facing the requirements of MZR 
calculations for high-precision profiles with a large number of points. 
The algorithm is capable of meeting the practical needs for evaluating 
the MZR of different profiles. 

In addition to the aforementioned advantages, we have also identi-
fied some other characteristics of the algorithm that necessitate dis-
cussion in this context. For some profiles that only contain extremely 
low harmonics, the performance advantages of the proposed algorithm 
are also weak. It is speculated the gentle fluctuation of the profile leads 
to little change in the selection of control points with the change of 
gBestPSO. As a result, gBestcross cannot effectively accelerate conver-
gence and invalid calculation is introduced. Furthermore, we consider 
this to be a normal occurrence since different profiles exhibit varying 
degrees of complexity, which can often hinder the distinction of the 
optimal profile value from local optima. Even conventional PSO algo-
rithms exhibit significantly different computation times when dealing 
with these profiles, and the new algorithm exhibits similar 
characteristics. 

5. Conclusions and future works 

Faced with requirements for the high-precision and efficient round-
ness evaluation of MZC for profile containing massive points, the algo-
rithm based on CG takes a long time, and the nonlinear optimization 
algorithm cannot obtain accurate results. The HCGPSO algorithm is 
proposed to improve efficiency while obtaining high-precision results. A 
gBest search method based on CG was added and a termination criterion 
based on the minimum zone criterion was set. The new method was 
conducive to the full search of a particle swarm in the global range and 
avoided falling into the local optimum in the early stage of iteration. It 
effectively accelerated the search for the global best until control points 

that met the minimum zone criterion were found. 
A series of experiments were conducted to analyze the performance 

of the algorithm. The calculation of the MZC for four published datasets 
indicated that the HCGPSO algorithm correctly identified MZC and the 
results were displayed to 10-15mm. The change of gBest during the 
iteration was shown to prove that new rules effectively accelerated 
convergence and accurately obtained the control points. Then the 
impact of target accuracy, harmonics, and number of points contained in 
the profile on the HCGPSO algorithm were analyzed. The HCGPSO al-
gorithm had stronger advantages for higher calculation accuracy re-
quirements. With sub-nanometer target evaluation precision, the 
efficiency of HCGPSO improved by an average of 64 % for profiles 
containing the highest harmonics from 30 upr to 500 upr with 1500 
points. An average efficiency improvement of 60 % was observed for 
profiles with 300 to 4000 points at 150 upr. For profiles with 4000 
points at 500 upr from four workpieces, the calculation time is reduced 
by 55 % on average compared to the PSO algorithm, with increased 
accuracy and stability. The proposed algorithm effectively achieved a 
high-precision and high-efficiency MZC calculation for profile contain-
ing massive points. 

The proposed method can also be used in other nonlinear optimi-
zation algorithms, which provides a good idea for calculating the MZC. 
Additionally, the improvement of the algorithm is based on the con-
ventional PSO algorithm and there is still room for improvement, such as 
the adjustment of range of the initial value, inertia weight, learning 
factor, and particle velocity update method; hence its performance will 
be further improved in future work. The HCGPSO algorithm has the 
potential for combining the particle swarm optimization algorithm with 
the triangle criterion and line criterion to enhance the algorithm’s per-
formance in the evaluation of MIC and MCC. In addition, profile con-
taining more points will be obtained with the advancement of 
measurement technology in the future. The performance of the new 
algorithm will be further optimized in the future. 
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