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Abstract: The disturbance flow field arises naturally with hypersonic target flying in near space.
In situations where traditional infrared and radar systems lose effectiveness, space-based optical
detection of this surrounding flow can serve as an alternative method for detecting high-speed targets.
This paper presents a remote sensing imaging analysis of the disturbance flow field surrounding
a hypersnoic target at different flight altitudes and Mach numbers. Utilizing Fourier Optics and
Background-Oriented Schlieren, in conjunction with the fourth-order Runge-Kutta ray tracing algo-
rithm, the imaging blurring and imaging deviation of three typical backgrounds under the influence
of the disturbance flow field are obtained. Additionally, the study analyzes the influence of flight
conditions and parameters of the imaging system on the imaging characteristics, and provides optical
design recommendations. The results indicate that the presence of disturbance flow fields leads to
varying degrees of visually apparent blurring effects and indiscernible deviation effects on the back-
ground images. Furthermore, the profiles of the disturbance flow field are extracted, in agreement
with current experimental research. This study verifies the feasibility of space-based optical detection
of hypersonic targets through disturbance flow field remote sensing imaging and contributes to the
advancement of imaging research in this field.

Keywords: hypersnoic target; disturbance flow field; imaging characteristic; space-based remote
sensing

1. Introduction

Hypersonic targets in near space are characterized with high flight speed, excellent
maneuverability, and great stealth; the importance of their efficient detection has been
emphasized; and numerous studies on infrared [1,2] and radar [3,4] technologies for
space-based and ground-based detection have been conducted. When an aircraft flies in
near space at hypersonic speed, the surrounding air is violently compressed, generating
a high-temperature, high-pressure, and high-density flow field [5]. The surface layers
of the aircraft are ablated into gas under the effect of the high-temperature and high-
pressure flow field and ionized with the surrounding air, forming a plasma sheath around
the aircraft. This plasma sheath refracts and absorbs electromagnetic waves, creating
challenges for radar detection [6,7]. Furthermore, the low flight trajectory of the target
in near space and the curvature of the Earth also impose difficulties on radar detection.
In some cases, infrared detection proves ineffective due to the aircraft’s use of gliding
without powered propulsion, as well as the advancements in infrared stealth materials.
However, throughout the flight of the aircraft, the disturbance flow field inevitably arises,
offering an opportunity for measurement and detection. The non-uniform refractive
index distribution and variation of the flow field affect the transmission of target light,
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resulting in the blurring and deviation of the background image [8,9]. Current mechanism
analysis or experimental exploration focuses on the impact of the flow field near the optical
dome of hypersonic guided missiles on the transmission of target light [10–12], which is
incompatible with the optical transmission through the entire disturbance flow field.

For studying the optical transmission through the entire disturbance flow field, an ef-
fective approach is to visualize it. In April 2011, October 2014, February 2015, and December
2018, NASA [13] conducted a series of flight tests against the desert flora below 10 km
and visualized the disturbance flow field of single and dual transonic aircraft through
Background-Oriented Schlieren, respectively. The Background-Oriented Schlieren (BOS)
technique is a flow visualization method based on the deflection of light after passing
through the flow field, and measures the variation of the flow field density by computer
image processing, with the advantages of the simple optical system, ensuring easy and fast
measurement. Currently, the BOS technique is mainly applied to the parameter measure-
ment of flow fields [14,15], flow visualization [16], and the optical system transfer function
measurement [17]. NASA has indeed visualized the flow field, but its flight tests were con-
ducted for transonic aircraft at altitudes below 10 km and at Mach number approximately
1.0 Ma, where the atmospheric components and conditions are quite different from those
of hypersonic aircraft in near space [18]. Additionally, NASA has not disclosed specific
details about their experiments, and it is also difficult to perform BOS experiments in near
space. Therefore, it is essential to investigate the imaging characteristics of the disturbance
flow field surrounding hypersonic targets.

This paper presents a comprehensive investigation into the imaging characteristics of
the disturbance flow field. The disturbance flow field of a hypersonic target under diverse
flight conditions was simulated using the computational fluid dynamics software ANSYS
Fluent. Ray tracing was performed utilizing the fourth-order Runge-Kutta algorithm,
enabling the calculation of essential optical parameters, such as refractive index gradients,
phase differences, and deflection angles. Moreover, the imaging blurring and imaging
deviation were analyzed against three representative backgrounds (desert, ocean, and city)
using Fourier Optics and Background-Oriented Schlieren techniques. Subsequently, the cor-
relation between imaging blurring, imaging deviation, and the orbit height, pixel size,
and focal length of the space-based imaging detection system was established. The results
demonstrate that the presence of perturbed flow fields leads to a varying degrees of visually
perceptible blurring effects and indiscernible deviation effects in the background image
under different flight conditions. The profiles of the disturbance field were successfully
extracted from the deviated image, demonstrating the feasibility of detecting hypersonic
targets through the disturbance flow field. This approach holds promise as an alternative
scheme in situations where infrared and radar detection methods are not available.

The remainder of this paper is organized as follows. In Section 2, the research method
of imaging characteristics of the disturbance flow field surrounding a hypersonic target
based on Fourier Optics and Background-Oriented Schlieren was analyzed. In Section 3,
the results of the imaging blurring and imaging deviation caused by the disturbance flow
field were demonstrated, and the influence mechanism of the relevant parameters was
analyzed. In Section 4, the conclusions drawn from the study were presented.

2. Methods
2.1. Flow Density Calculation

The disturbance flow field of a 2D conical target was simulated using the compu-
tational fluid dynamics software ANSYS Fluent [10]. The target’s geometric model was
generated in Auto CAD and then imported into ANSYS ICEM CFD for meshing. The ma-
jority of the grid quality values were found to be greater than 0.8, which meets the CFD
calculation standard. Figure 1 displays the geometric model of the target used in the simu-
lations. The CFD calculations of the disturbance flow field were performed under different
flight conditions, as detailed in Table 1. The RANS solver was employed to calculate the
mean density distribution ρ(x, y, z) of the disturbance flow field, as depicted in Figure 2a.
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Table 1. Flight conditions.

Figure Serial Number Flight Altitude (km) Mach Number

(a) 20 10
(b) 30 8

(c)/(e) 30 10
(d) 30 12
(f) 50 10

194.5cm

35.6cm

30° 37cm

O x

y

Figure 1. The geometry model of target.

(a) (b)

Figure 2. The density and refractive index distribution of the disturbance flow field: Flight
altitude = 20 km; Mach number = 10 Ma; (a) density distribution; (b) refractive distribution.

2.2. Flow Refractive Index Computation and Ray Tracing Algorithm

The refractive index of the flow can be derived from the flow density via the Gladstone–
Dale relationship [19]

n = 1 + ρKGD (1)

where n is the refractive index, ρ is the density in kg/m3, and KGD is a coefficient which
can be expressed as [8]

KGD = 2.23× 10−4
(

1 +
7.52× 103

λ2

)
(2)

where λ is the light wavelength in nm, and KGD varies weakly with the wavelength.
The refractive index field calculated by Equation (2) is shown in Figure 2b, where λ is
selected as 532 nm.

The propagating path of light in any medium with a nonuniform distribution of the
refractive index can be expressed by ray equation [8]

d
ds

(
n

dr
ds

)
= ∇n (3)
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where s is the arc length of the ray propagation path, r is the position vector of the ray
propagation, and ∇n is the refractive index gradient. Under the assumption of the ray
vector T = n(dr/ds), Equation (3) can be expressed as first-order differential equations.{ dT

ds = ∇n
dr
ds = T

n
(4)

Equation (4) can only be solved analytically when the refractive index satisfies a particular
distribution. The approximate solution for the disturbance flow field with random changes
the in refractive index is typically obtained by numerical solutions. By introducing a new
parameter dt = ds/n, Equation (4) can be expressed as{ dT

dt = n(∇n) = f (t, T)
dr
dt = T = n[cos α, cos β, cos γ] = g(t, r)

(5)

where α, β, and γ are the angles between the light and the x-axis, y-axis, and z-axis,
respectively.

Assuming D(r) = n∇n, the fourth order Runge–Kutta method [20] could be carried
out to solve Equation (5). The approximate solution is expressed as{

T i+1 = T i +
h
6 (K1 + 2K2 + 2K3 + K4)

ri+1 = ri +
h
6 (L1 + 2L2 + 2L3 + L4)

(6)

Kj and Lj j = (1, 2, 3, 4) can be obtained by{
K1 = f (ti, T i) = D(ri)
L1 = g(ti, ri) = T i

(7)

 K2 = f
(

ti +
h
2 , T i +

h
2 K1

)
= D

(
ri +

h
2 T i

)
L2 = g

(
ti +

h
2 , ri +

h
2 L1

)
= T i +

h
2 D(ri)

(8)

 K3 = f
(

ti +
h
2 , T i +

h
2 K2

)
= D

(
ri +

h
2 T i +

h2

4 D(ri)
)

L3 = g
(

ti +
h
2 , ri +

h
2 L2

)
= T i +

h
2 D
(

ri +
h
2 T i

) (9)

 K4 = f (ti + h, T i + hK3) = D
(

ri + hTi +
h2

2 D(ri)
)

L4 = g(ti + h, ri + hL3) = T i + hD
(

ri +
h
2 T i +

h2

4 D(ri)
) (10)

The Runge–Kutta method for ray tracing is described by Equations (7)–(10), where h is
the step length. If the initial position vector r0 = (x0, y0, z0), ray vector
T0 = n[cos α0, cos β0, cos γ0] and step length h were specified, the propagation path of
the light can be obtained by iterating Equations (6)–(10). Considering the axisymmetry
of the model, the two-dimensional refractive index field can be transformed into a three-
dimensional refractive index field for ray tracing. It is crucial to calculate the gradient of
the refractive index at each point in the disturbance flow field to facilitate the ray tracing
procedure. The gradient of the refractive index ∇n can be calculated using the Barron
gradient operator [21]

∂n(i,j,k)
∂x = 1

12∆x (n(i− 2, j, k)− 8n(i− 1, j, k) + 8n(i + 1, j, k)− n(i + 2, j, k))
∂n(i,j,k)

∂y = 1
12∆y (n(i, j− 2, k)− 8n(i, j− 1, k) + 8n(i, j + 1, k)− n(i, j + 2, k))

∂n(i,j,k)
∂z = 1

12∆z (n(i, j, k− 2)− 8n(i, j, k− 1) + 8n(i, j, k + 1)− n(i, j, k + 2))

(11)
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As mesh nodes cannot contain every point in the disturbance flow field, it is required
to interpolate the refractive index or refractive index gradient using the distance-weighted
averaged interpolation algorithm with the 8 nearest nodes, which can be expressed as [22]

nj =

8
∑

i=1
ni

8
∏
j 6=i
j=1

dj

8
∑

i=1

8
∏
j 6=i
j=1

dj

(12)

dj =
√
(x− xj)2 + (y− yj)2 + (z− zj)2 (13)

2.3. Phase Difference and Imaging Blurring Derivation

As light propagates through the disturbance flow field, the optical distance through
which it passes can be expressed by the optical path length [23]

OPL = ∑
i

nih (14)

where ni is the refractive index at ri and h is the step length of ray tracing. The optical path
difference of the light can be used to evaluate the phase difference and can be expressed
as [23]

OPD = OPL−OPL0 (15)

where OPL0 is the optical path length that the light propagates in free space. Thus, the phase
difference can be expressed as [23]

ϕ(x, y) =
2π

λ
OPD (16)

where λ is the wavelength of light.
The pupil function can be determined by calculating the phase difference generated

by all rays on the image plane and can be expressed as [24]

P(x, y) =
{

A(x, y)eiϕ(x,y) x2 + y2 ≤ (D/2)2

0 x2 + y2 ≥ (D/2)2 (17)

where A(x, y) is the amplitude distribution and D is the diameter of the pupil.
According to the Huygens principle, the far-field approximation of the amplitude

distribution of light waves within the pupil of the light on the image plane is expressed
as [24]

U
(
x′, y′

)
=
∫∫

P(x, y)e
−i 2π

λ f ′ (xx′+yy′)
dxdy (18)

where f ′ is the focal length of the optical system. Apparently, U(x′, y′) is the Fourier
transform of P(x, y). The point spread function can be expressed as [24]

PSF
(

x′, y′
)
= |U

(
x′, y′

)
|2 (19)

Applying the Fourier transform to the point spread function, the optical transfer
function OTF can be obtained [24]

OTF
(

fx′ , fy′
)
=
∫∫

PSF
(
x′, y′

)
e−i2π

(
fx′ x

′+ fy′ y
′
)

dx′dy′ (20)
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The amplitude distribution of the image plane can be expressed as [24]

I(x0, y0) = O(x0, y0) ∗ PSF(x′, y′) (21)

where O(x0, y0) is the amplitude distribution of the object plane, ∗ represents the convolution.
The peak signal-to-noise ratio is used to evaluate the quality between blurred image

and original image and can be expressed as [25]

PSNR(i, j) = 10 log10

[
(L− 1)2

MSE(i, j)

]
(22)

where L is the maximum valid value for a pixel, MSE is the mean squared error of the
image and can be expressed as [25]

MSE(i, j) =
1

MN

M

∑
i=1

N

∑
j=1

[
f (i, j)− f̂ (i, j)

]2
(23)

where f̂ (i, j) and f (i, j) represent the blurred image and the original image, respectively. M
and N represent the length and width of the image, respectively.

2.4. Background-Oriented Schlieren and Imaging Deviation Computation

Background-Oriented Schlieren (BOS) uses the deflection of light to identify changes in
the refractive index (or density) of a flow field. When light passes through the disturbance
flow field, it undergoes deflection from its original path, causing a shift in the position
of the light incident on the CCD camera. This shift results in a disparity between the
background images captured by the CCD camera in the presence of a disturbance flow
field (referred to as the experimental image) and in its absence (referred to as the reference
image) [26]. In this study, Background-Oriented Schlieren is employed for the imaging
deviation analysis.

Figure 3 illustrates the schematic of Background-Oriented Schlieren (BOS) [26]. In the
figure, ZO represents the distance from the background to the center of the disturbance flow
field, W denotes the length of the disturbance flow field, ZB corresponds to the distance
between the background and the camera lens, and ZI signifies the distance from the lens to
the imaging plane, which is approximately equal to the focal length f . The dotted line in
the figure represents the path of light in the absence of a disturbance flow field, while the
solid line depicts the actual path of light propagation through the disturbance flow field.
The y-direction deflection angle between these two rays is denoted by εy. The parameter
∆y represents the displacement in the y direction between the corresponding point on the
reference image and the experimental image. ∆y′ denotes the virtual shift of ∆y relative to
the background. Similarly, εx represents the deflection angle in the x direction, ∆x is the
displacement in the x direction, and ∆x′ is the virtual displacement of ∆x.

After ray tracing, the x direction deflection angle and y direction deflection angle can
be expressed as [26]

εx =
∫ ZO+W/2

ZO−W/2

1
n

∂n
∂x

dz εy =
∫ ZO+W/2

ZO−W/2

1
n

∂n
∂y

dz (24)

Based on the geometry in the diagram, the relationship between ∆x′ and ∆x and ∆y′ and
∆y can be expressed as [26]

∆x′

ZB
=

∆x
f

∆y′

ZB
=

∆y
f

(25)

For minimal deflection angle, it can be expressed approximately as [26]

εx =
∆x′

ZO
=

ZB∆x
ZO f

εy =
∆y′

ZO
=

ZB∆y
ZO f

(26)
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Thus, the displacement can be expressed as [26]

∆x = εx
ZO f
ZB

∆y = εy
ZO f
ZB

(27)

The corresponding pixel shift on the CCD plane can be expressed as

∆u =
∆x
a

= εx
ZO f
aZB

∆v =
∆y
a

= εy
ZO f
aZB

(28)

where a is the pixel size of CCD. The relationship between the gray value of the deviated
image and the original image satisfies [27]

Io(x + ∆u, y + ∆v) = Id(x, y) (29)

Using the given image as the original image Io, and the displacement field ∆u, ∆v as the
displacement label, the deviated image Id can be generated using interpolation.

O

z

y
Background

Disturbance flow

Lens

Imaging plane

y

y

εy

W
ZB

ZI

ZO

Figure 3. The schematic diagram of BOS.

Imaging characteristics of blurring and deviation were performed utilizing an ideal
optical system with the parameters listed in Table 2.

Table 2. The parameters of an ideal optical system for imaging.

Parameters Value

Orbit height (km) 400
Focal length (m) 1.0
Pixel size (µm) 5
Array size 1024× 1024
Diameters of pupil (m) 0.2
Detect wavelength (nm) 532

3. Results and Discussion
3.1. The Results of Imaging Blurring

The initial position vector r0 is fixed at the bottom of the disturbance flow field, and
the incident rays are along the positive z axis. The phase difference after ray tracing is
obtained by Equation (16). Figure 4 shows the distribution of the phase difference under
different flight conditions.
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(a) (b) (c)

(d) (e) (f)

Figure 4. The phase difference distribution of disturbance flow field: Refer to Table 1 for flight
conditions from (a–f).

The phase difference exhibits a decreasing trend with an increasing flight altitude due
to the thinning of the atmosphere at higher altitudes, resulting in a reduction of the refrac-
tive index and optical path difference of light. Similarly, as the Mach number progressively
rises, the atmosphere experiences enhanced compression, leading to an augmentation in
the phase difference. The phase difference is influenced by the density and refractive index
distribution within the disturbance flow field. Specifically, a higher degree of fluctuation in
the refractive index distribution along the propagation path corresponds to a larger optical
path difference of the light. Remarkably larger values of the phase difference are symmetri-
cally distributed downstream of the disturbance flow field, where the disturbance flow field
extends extensively, consequently inducing larger optical path differences. The negative
phase difference arises due to the comparatively lower atmospheric density in the wake of
the target compared to free space, which aligns with the principles of fluid dynamics.

Figures 5–7 show the results of imaging blurring, which were computed using
Equation (21), against three typical backgrounds: desert, ocean, and city. In compari-
son to the corresponding original images Figures 5–7, the resultant images exhibit varying
degrees of blurriness, and as the flight altitude increases, the background noise gradually
diminishes. The stark contrast observed between the resultant images and their original
counterparts significantly enhances the identification of space-based remote sensing images.

Reference 20km 10Ma 30km 8Ma 30km 10Ma 30km 12Ma 50km 10Ma

Figure 5. The results of imaging blurring over desert.

Reference 20km 10Ma 30km 8Ma 30km 10Ma 30km 12Ma 50km 10Ma

Figure 6. The results of imaging blurring over ocean.
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Reference 20km 10Ma 30km 8Ma 30km 10Ma 30km 12Ma 50km 10Ma

Figure 7. The results of imaging blurring over city.

As presented in Table 3, the Peak Signal-to-Noise Ratio (PSNR) is computed for each
image to provide a more accurate quantification of the degree of imaging blurring. The re-
sults reveal that across three typical backgrounds, the PSNR demonstrates an improvement
with increasing flight altitude and Mach number. In reference to Figure 4, at a Mach number
of 12, the phase difference attains its maximum value of 252.0 rad, accompanied by a wave
aberration of 40.1λ. However, the disturbance flow field area is found to be the smallest
within the detection range, leading to results that contradict the phase difference trend.
This discrepancy can be attributed to fluid dynamics, where the angle of the shock wave
decreases as the Mach number increases, subsequently resulting in the smallest flow field
area at 12 Ma within the detection range.

Table 3. PSNR of imaging blurring varies with flight altitude and Mach number.

PSNR/dB
20 km 30 km 50 km

10 Ma 8 Ma 10 Ma 12 Ma 10 Ma

Desert 9.23251 9.93444 9.98668 10.12562 10.81715
Ocean 13.35157 14.90093 15.34042 15.72033 16.66509
City 14.61291 16.59343 17.15776 17.67577 19.56554

3.2. The Results of Imaging Deviation

According to Table 2 and Figure 3, the distance from the background to the center
of the disturbance flow field, denoted as ZO, corresponds to the flight altitude and is set
at 20 km, 30 km, and 50 km, respectively. The length of disturbance flow field W is 6 m.
The distance from the background to the camera lens ZB is the orbit height and is set to
400 km. The pixel size of the CCD camera is 5 µm and the focal length of the camera lens is
1.0 m.

Figures 8 and 9 show the results of the x direction and y direction deflection angles
under different flight conditions calculated by Equations (24)–(28), where the positive
value represents the positive deflection towards x or y direction, while the negative value
represents the opposite direction. Apparently, as flight altitude increases, the deflection
angle decreases, and as the Mach number increases, the deflection angle increases, which
follows the same pattern as the phase difference. In addition, the y direction deflection
angle is an order of magnitude greater than the x direction, indicating that the former has a
more pronounced influence on the imaging deviation. The deflection angle is also affected
by the density or refractive index distribution of the disturbance flow field. The greater the
fluctuation in the refractive index distribution along the path of propagation, the larger the
deflection angle of light. The larger values of the deflection angle are similarly symmetrical
in the downstream of the disturbance flow field. When specifying the Mach number or
flight altitude, the disturbance flow field attains its highest density at 20 km or 12 Ma,
resulting in the greatest imaging deviation.
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(a) (b) (c)

(d) (e) (f)

Figure 8. The x direction deflection angle distribution: Refer to Table 1 for flight conditions from
(a–f).

(a) (b) (c)

(d) (e) (f)

Figure 9. The y direction deflection angle distribution: Refer to Table 1 for flight conditions from
(a–f).

The pixel shift is calculated by dividing the displacement by the CCD pixel size.
The displacement results indicate that the majority of the pixel shifts are at the sub-pixel
level. Figures 10–12 illustrate the imaging deviation results, based on the pixel shift,
for the desert, ocean, and city backgrounds, respectively. For comparison with the natural
background, Figure 13 demonstrates imaging deviation with a speckle pattern as the
background. Although no significant visual difference is observed between the deviated
image and the original image, the profile of the disturbance flow field can be extracted
through background subtraction. The profiles of the disturbance flow field, shown in
the last row of Figures 10–13, are found to be consistent with the existing experimental
studies. These profiles can provide insights into the presence of a hypersonic target in
flight, serving as an alternative method for hypersonic target detection. It is evident
that the imaging deviation is influenced by the background image, with a more speckled
background image retaining more information about the extracted disturbance flow field.
In addition, according to the Gladstone–Dale relationship, the refractive index proves to
be insensitive to wavelength variation, allowing for the utilization of the infrared band
for nighttime imaging. Table 4 presents the Peak Signal-to-Noise Ratio (PSNR) of imaging
deviation, which varies with flight altitude and Mach number. In contrast to imaging
blurring, PSNR of imaging deviation demonstrates an increasing trend with flight altitude,
yet slightly decreases with Mach number, and is several magnitudes larger.
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Reference 20km 10Ma 30km 8Ma 30km 10Ma 30km 12Ma 50km 10Ma

Figure 10. The results of imaging deviation over desert: The last row is the difference between the
deviated image and the original image; the red dashed box indicates the location of the disturbance
flow field.

Reference 20km 10Ma 30km 8Ma 30km 10Ma 30km 12Ma 50km 10Ma

Figure 11. The results of imaging deviation over ocean: The last row is the difference between the
deviated image and the original image; the red dashed box indicates the location of the disturbance
flow field.

Reference 20km 10Ma 30km 8Ma 30km 10Ma 30km 12Ma 50km 10Ma

Figure 12. The results of imaging deviation over city: The last row is the difference between the
deviated image and the original image; the red dashed box indicates the location of the disturbance
flow field.
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Reference 20km 10Ma 30km 8Ma 30km 10Ma 30km 12Ma 50km 10Ma

Figure 13. The results of imaging deviation over speckle: The last row is the difference between the
deviated image and the original image; the red dashed box indicates the location of the disturbance
flow field.

As stated in Equation (28) and mentioned previously, the imaging deviation is influ-
enced by several factors, including the deflection angles ε, focal length f , orbit height ZB,
flight altitude ZO and pixel size a. However, the influence of deflection angles and flight
altitude on imaging deviation is mutually constrained. As the flight altitude increases,
the atmospheric density becomes sparser, leading to a significant reduction in the deflection
angles. Moreover, the magnitude of the decrease in deflection angles far surpasses that of
the increase in flight altitude. Additionally, flight altitude is often uncontrollable; thus, our
primary focus is on exploring the impact of other parameters on imaging deviation. It is
observed that a lower orbit height leads to a larger pixel shift; however, it also reduces the
detection range. Therefore, selecting a low orbit or sun-synchronous orbit for detection is
deemed appropriate.

Table 4. PSNR of imaging deviation varies with flight altitude and Mach number.

PSNR/dB
20 km 30 km 50 km

10 Ma 8 Ma 10 Ma 12 Ma 10 Ma

Desert 46.42771 57.55659 56.69947 55.65402 83.28530
Ocean 46.82656 58.70044 56.70328 56.40288 78.51409
City 42.09763 53.03142 52.52691 51.28720 73.28530

Figure 14 shows the effect of pixel size and focal length on y direction pixel shift under
different flight conditions. When the focal length is specified, the pixel shift in the y direction
increases as the pixel size decreases, whereas when the pixel size is specified, the pixel
shift in the y direction increase as the focal length increases. Meanwhile, the influence of
flight altitude and Mach number on the pixel shift remains consistent with the previously
discussed trends. To achieve an image that preserves more deviation characteristics,
the camera necessitates a large focal length and a small pixel size. However, it is crucial to
acknowledge that both focal length and pixel size cannot be adjusted indefinitely. Increasing
the focal length leads to a larger camera system volume, which may pose challenges for
the satellite and escalate research and development costs. Conversely, decreasing the
pixel size results in a reduction of luminous flux, and there exists a trade-off between
these two parameters. Hence, a comprehensive consideration of the system requirements
and constraints is essential when determining the optimal focal length and pixel size for
the camera.
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(a) (b)

(c) (d)

Figure 14. The influence of pixel size and focal length on y direction pixel deviation: (a) the influence
of pixel size under different flight altitudes where the focal length is 1.0 m; (b) the influence of pixel
size under different Mach numbers where the focal length is 1.0 m; (c) the influence of focal length
under different flight altitudes where the pixel size is 5 µm; (d) the influence of focal length under
different Mach numbers where the pixel size is 5 µm.

4. Summary

In this study, we have thoroughly examined the remote sensing imaging of the dis-
turbance flow field surrounding a hypersonic target under five different flight conditions.
Utilizing Fourier Optics and Background-Oriented Schlieren techniques, we have pre-
sented imaging blurring and deviation against three typical backgrounds. The imaging
quality has been evaluated using the Peak Signal-to-Noise Ratio (PSNR). We have quan-
titatively analyzed the influences of flight conditions and imaging system parameters on
the imaging characteristics. The key findings of our investigation are as follows: The
disturbance flow field significantly impacts the background images, resulting in varied
degrees of blurring and deviation. The extracted profiles of the disturbance flow field
from the deviated images are in accordance with current experimental studies. As the
flight altitude increases, the phase difference and deflection angle decrease, leading to a
reduced blurring of the images and higher PSNR, owing to the lower atmospheric density
at higher altitudes. Conversely, as the Mach number increases, the phase difference and
deflection angle increase due to the greater compression of the atmosphere surrounding
the hypersonic target. However, the degree of image blurring decreases due to the larger
flow field area. The majority of pixel shifts in imaging deviation are at the sub-pixel level,
making them indistinguishable to the naked eye. Nevertheless, the profile of the flow
field can be extracted from the deviated images. The imaging deviation is closely related
to the focal length, pixel size, and orbit height of the space-based imaging system. Our
quantitative analysis highlights the importance of a space-based imaging system with
a large focal length and a small pixel size, while a low orbit or sun-synchronous orbit
is preferred. The imaging results confirm the feasibility of detecting hypersonic targets
through disturbance flow field imaging, providing an alternative detection approach when
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traditional infrared and radar systems lose effectiveness. Moreover, the remote sensing
detection of the flow field profile around hypersonic targets not only contributes to the
field of high-speed target detection but also enables an in-depth analysis and optimization
of the performance and flight characteristics of hypersonic targets. This research also offers
theoretical support for experimental studies in this area.
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