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A B S T R A C T

Efficient three-dimensional (3D) object recognition plays an important role in the 3D reconstruction of light-
field displays. However, presently, the error rate of 3D implicit shape object recognition remains high, because
the local features are sparse in the geometric expression of 3D reconstruction. To address this issue, a
hypothesis verification method based on semi-supervised active learning-based K-means++ combined with
3D feature extraction is proposed. The proposed approach consists of the offline and online phases. The
algorithm time complexity is (𝑛) and (𝑛2), respectively. The offline phase includes keypoint detection, normal
estimation, fast point feature histograms (FPFH) descriptor extraction, geometric word weight saving, and
indexing structure construction. In addition to the FPFH extraction, the online phase includes nearest geometric
word searching, corresponding direction and center voting, and non-maximum suppression. Comparative
experiments were conducted in which the models and scenes were tested on the 3D datasets Mian and
Tosca that is high-resolution. The experimental results demonstrate that the proposed method resolves the low
recognition rate problem of 3D implicit objects, with the highest 3D intersection over union (IoU) reaching
88.89%.
. Introduction

The glasses-free tabletop three-dimensional (3D) display is an at-
ractive technology that allows multiple individuals around a table to
iew reconstructed 3D objects simultaneously (Ren et al., 2020). The
ight-field display, which uses a geometric optical directional screen
nd projection technology, has progressed significantly because of ad-
ances in high-definition pixels, high-end graphics processing units
GPUs), and image processing technology.

The light-field display is a high-quality and high-resolution color
ynamic 3D display compared to the traditional parallax 3D display
echnology, and it can also display complex texture and illumination
hadows. However, a fundamental trade-off with the achieved spa-
ial resolution remains for near-eye light-field displays that require
ortability. The computational power must be increased for the rapid
ynthesis of a high-quality light field (Gao et al., 2021).

To date, the light-field display has obtained real-time updates and
ynamic processing of light-field 3D reconstruction (Wang et al., 2022),
ncluding various enhancement schemes, data compression algorithms,
nd parallel operations of GPUs. Moreover, the geometric expression
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of 3D reconstruction requires extensive calculation; for example, point
cloud annotation, particularly on the pixel level, requires more time
and energy than image annotation (Chen et al., 2019; Bletterer et al.,
2020; Tang et al., 2022).

Multi-fringe projection profilometry can achieve high accuracy and
robustness in the 3D reconstruction of static objects. An effective
method based on an automated transmission line for reconstructing the
3D shapes of rigid moving objects was proposed in Wang et al. (2020b).
Light-field 3D reconstruction can recognize and track 3D object models
in real-time, thereby providing a realistic virtual environment because
of its unique advantages in environmental awareness and situation
assessment.

Existing methods for 3D object recognition (Cho and Kang, 2021)
can be roughly classified into the following three types: (i) two-
dimensional (2D) feature extraction (mapping from 2D to 3D) (Zhang
et al., 2020; Kim et al., 2021; Peng et al., 2021); (ii) machine learn-
ing (Feng et al., 2020; Liu et al., 2021); and (iii) 3D feature ex-
traction (Zhu et al., 2021; Song et al., 2022). However, 3D object
recognition based on 2D feature extraction can only capture the image
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features of the light-field viewpoint in the specific direction of the light
field.

Machine learning can solve several problems in 2D feature ex-
traction methods by reconstructing 3D objects from 2D images, in
which a category definition, prior knowledge, and assumptions are
required (Fu et al., 2021). Machine learning may be supervised or
unsupervised. The former approach requires numerous labeled training
data, which are generally difficult to obtain in the processing of light-
field 3D reconstruction, whereas the latter cannot achieve the same
performance as the former.

Active learning is a type of machine learning in which the most
valuable samples are actively selected for labeling. Its purpose is to use
as few high-quality samples as possible to achieve the best performance
of the model. The active learning method can improve the gain of the
samples and labeling. On the premise of a limited labeling budget,
maximizing the model performance can improve the data efficiency
from the perspective of samples. Moreover, semi-supervised learning
can achieve excellent performance when insufficient labels are avail-
able. Therefore, a semi-supervised active learning method is proposed
in this study.

The multiple knowledge representation (Yang et al., 2021; Pan,
2021) is a general framework to improve the feature quality via struc-
tural knowledge integration, which is to integrate structural features
as extra knowledge into the learning. 3D features exhibit distinct
advantages, including global and local features. These features contain
angular and spatial resolution and light-field geometric expressions.
Various 3D feature extraction methods are available such as the multi-
directional affine registration method based on the shape features and
statistical characteristics of point cloud (Wang et al., 2018).

Another registered point cloud method is based on the Cauchy
mixture model in rigid registration (Wang et al., 2020a). In Wang et al.
(2019), a strategy for 3D object recognition in the 3D reconstruction
of the light-field display was presented. This method is based on
probability and a mathematical statistics algorithm, which simplifies
the 3D object recognition, increases the efficiency, and reduces the
computational consumption for light-field 3D reconstruction. However,
several problems appear such as the low recognition rate of implicit
shapes and slow online recognition speed.

Therefore, this study focuses on the low recognition rate of implicit
shapes. The large interval principle is adopted to reduce the dimen-
sionality and to improve the low dimensional local feature recognition.
A semi-supervised active learning method combined with 3D feature
extraction is proposed to construct the nonlinear manifold structure of
3D objects. In this manner, the similarity between 3D features and 3D
objects can be calculated accurately. Furthermore, the 3D object cen-
troid is used as the recognition result to improve the online recognition
speed. Consequently, the proposed method can improve the accuracy
and efficiency of the geometric consistency of the light-field display.

The remainder of this paper is organized as follows: Section 2
presents the conceptual and theoretical framework of the proposed ap-
proach. Section 3 outlines the experimental results. Section 4 are sum-
marized the conclusions and future directions. Finally, the discussion
is in Section 5.

2. Proposed approach

2.1. Overview

A block diagram of the overall light-field acquisition-display data-
processing based on the proposed method is depicted in Fig. 1. The
brown solid line box represents the image processing stage of 3D
reconstruction. The red densely dashed box indicates the offline and
online parts. The purple part of the diagram represents the core of
the proposed method. The 3D object recognition process consists of
offline and online parts. Algorithms 1 and 2 present the detailed steps;
the algorithm time complexity is (𝑛) and (𝑛2), respectively. Whether
2

supervised or unsupervised machine learning is used, the offline and
online parts are the sequential and successive phases of the machine
learning. Moreover, the exact offline part is the adaptive basis for the
online part for real-time 3D object recognition.

Algorithm 1: Offline part of the proposed method
Data: Model files 𝑡𝑟𝑎𝑖𝑛_𝑐𝑙𝑜𝑢𝑑𝑠
Result: Save models to a training model 𝑓𝑖𝑙𝑒_𝑡𝑟𝑎𝑖𝑛_𝑚𝑜𝑑𝑒𝑙

1 Initialization;
2 while 𝑖_𝑐𝑙𝑜𝑢𝑑 < 𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑓 _𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑐𝑙𝑜𝑢𝑑𝑠 − 1 do
3 //Load the color and depth images of the 3D model.
4 LoadPCDFile ∗ 𝑓𝑖𝑙𝑒_𝑙𝑖𝑠𝑡_𝑡𝑟𝑎𝑖𝑛_𝑚𝑜𝑑𝑒𝑙_𝑐𝑙𝑜𝑢𝑑𝑙[𝑖_𝑐𝑙𝑜𝑢𝑑 ∗ 2 + 1];
5 //Save the point cloud and parameter vector for the training.
6 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑐𝑙𝑜𝑢𝑑𝑠.𝑝𝑢𝑠ℎ_𝑏𝑎𝑐𝑘(𝑡𝑟𝑎𝑖𝑛_𝑐𝑙𝑜𝑢𝑑𝑠);
7 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑛𝑜𝑟𝑚𝑎𝑙𝑠.𝑝𝑢𝑠ℎ_𝑏𝑎𝑐𝑘(𝑡𝑟𝑎𝑖𝑛_𝑛𝑜𝑟𝑚𝑎𝑙𝑠);
8 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑐𝑙𝑎𝑠𝑠𝑒𝑠.𝑝𝑢𝑠ℎ_𝑏𝑎𝑐𝑘(𝑡𝑟𝑎𝑖𝑛_𝑐𝑙𝑎𝑠𝑠𝑒𝑠);
9 //Extract FPFH feature descriptors of models.
10 FPFHEstimation 𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟;
11 //Set K-means++ method parameters.
12 𝑠𝑒𝑡𝐹 𝑒𝑎𝑡𝑢𝑟𝑒𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟(𝑓𝑒𝑎𝑡𝑢𝑟𝑒_𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟);
13 𝑠𝑒𝑡𝑇 𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝐶𝑙𝑜𝑢𝑑𝑠(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑐𝑙𝑜𝑢𝑑𝑠);
14 𝑠𝑒𝑡𝑇 𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝑁𝑜𝑟𝑚𝑎𝑙𝑠(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑛𝑜𝑟𝑚𝑎𝑙𝑠);
15 𝑠𝑒𝑡𝑇 𝑟𝑎𝑖𝑛𝑖𝑛𝑔𝐶𝑙𝑎𝑠𝑠𝑒𝑠(𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑐𝑙𝑎𝑠𝑠𝑒𝑠);
16 𝑠𝑒𝑡𝑆𝑎𝑚𝑝𝑙𝑖𝑛𝑔𝑆𝑖𝑧𝑒(2.0𝑓 );
17 if 𝑖_𝑐𝑙𝑜𝑢𝑑 ≥ 𝑛𝑢𝑚𝑏𝑒𝑟_𝑜𝑓 _𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔_𝑐𝑙𝑜𝑢𝑑𝑠 − 1 then
18 //Save models to a training model file.
19 𝑠𝑎𝑣𝑒𝑀𝑜𝑑𝑒𝑙𝑇 𝑜𝐹 𝑖𝑙𝑒(𝑓𝑖𝑙𝑒_𝑡𝑟𝑎𝑖𝑛_𝑚𝑜𝑑𝑒𝑙);
20 //Training models.
21 𝑡𝑟𝑎𝑖𝑛(𝑡𝑟𝑎𝑖𝑛_𝑐𝑙𝑜𝑢𝑑𝑠);
22 else
23 go back to the beginning of training models;
24 end
25 end

In the offline part, first, the color, depth, and point cloud infor-
mation of the 3D model is obtained. Second, keypoint detection and
normal estimation of the point cloud are performed. As the point
cloud that is obtained by the RGB-D camera is discrete and sparse
and the number of 3D coordinate points of the sparse point cloud is
relatively small, it is necessary to apply normal estimation processing
to expand the sparse point cloud into a dense point cloud to enrich the
3D information of the model. Third, the fast point feature histogram
(FPFH) descriptors of the model are extracted as the data for the semi-
supervised active learning based on K-means++. Fourth, labeling is
used to select the K centroids, which manually specify the initial values
in a specific order, and each point of the FPFH feature is assigned
to the nearest centroid. Fifth, by computing the minimum distance
between the keypoint and centroid, the keypoint is reassigned to the
nearest centroid. Finally, following geometric consistency grouping, the
keypoint is no longer reassigned, and the iterations end, at which point
the geometric word weight is saved to construct an index structure.

In the online part, first an RGB-D camera is used to capture the color
and depth image, following which the point cloud information of the
3D model and scene is obtained. Second, keypoint detection and normal
estimation of the point cloud are obtained. As the FPFH descriptors
are based on the relationship between the point and its neighbor with
normal estimation, the FPFH estimation is performed after the normal
estimation. Moreover, the 3D reconstruction involves filling the hollow
part of the dense point cloud in the 3D reconstruction phase. Thus,
in the method proposed in Wang et al. (2019), keypoint sampling and
Monte Carlo random sampling of the model and scene are performed.
Thereafter, the signature of histograms of orientations (SHOT) descrip-
tion of the model and scene is extracted, and K-dimensional (KD) -tree
searching is used to index the spatial point cloud information. In this
manner, geometric consistency correspondence grouping estimation
between the model and scene is achieved.

Because of the low recognition rate of 3D implicit shape objects, this
study presents a semi-supervised active learning hypothesis verification
method that combines FPFH estimation with the index structure result
of the offline part to achieve the nearest geometric word searching.
Moreover, the corresponding direction, center voting algorithm, and
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Fig. 1. Block diagram of overall light-field acquisition-display data processing based on proposed method.
g
𝑘

Algorithm 2: Online part of the proposed method
input : Scene files 𝑡𝑒𝑠𝑡_𝑐𝑙𝑜𝑢𝑑𝑠, training model 𝑓𝑖𝑙𝑒_𝑡𝑟𝑎𝑖𝑛_𝑚𝑜𝑑𝑒𝑙
output: Visualize the object found in the original scene with the red mark.

1 Initialization;
2 for 𝑖_𝑝𝑜𝑖𝑛𝑡 ← 0 to 𝑖_𝑝𝑜𝑖𝑛𝑡 < 𝑡𝑒𝑠𝑡𝑖𝑛𝑔_𝑐𝑙𝑜𝑢𝑑− > 𝑝𝑜𝑖𝑛𝑡𝑠.𝑠𝑖𝑧𝑒() do
3 for 𝑖_𝑣𝑜𝑡𝑒 ← 0 to 𝑖_𝑣𝑜𝑡𝑒 < 𝑠𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡_𝑝𝑒𝑎𝑘𝑠.𝑠𝑖𝑧𝑒() do
4 𝑝𝑜𝑖𝑛𝑡.𝑥 = 𝑠𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡_𝑝𝑒𝑎𝑘𝑠[𝑖_𝑣𝑜𝑡𝑒].𝑥;
5 𝑝𝑜𝑖𝑛𝑡.𝑦 = 𝑠𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡_𝑝𝑒𝑎𝑘𝑠[𝑖_𝑣𝑜𝑡𝑒].𝑦;
6 𝑝𝑜𝑖𝑛𝑡.𝑧 = 𝑠𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡_𝑝𝑒𝑎𝑘𝑠[𝑖_𝑣𝑜𝑡𝑒].𝑧;
7 𝑣𝑜𝑡𝑒_𝑙𝑖𝑠𝑡− >

𝑓𝑖𝑛𝑑𝑆𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡𝑃 𝑒𝑎𝑘𝑠(𝑠𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡_𝑝𝑒𝑎𝑘𝑠, 𝑡𝑒𝑠𝑡𝑖𝑛𝑔_𝑐𝑙𝑎𝑠𝑠, 𝑟𝑎𝑑𝑖𝑢𝑠, 𝑠𝑖𝑔𝑚𝑎);
8 if 𝑖_𝑣𝑜𝑡𝑒 ≥ 𝑠𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡_𝑝𝑒𝑎𝑘𝑠.𝑠𝑖𝑧𝑒() then
9 𝑐𝑜𝑙𝑜𝑟𝑒𝑑_𝑐𝑙𝑜𝑢𝑑− > ℎ𝑒𝑖𝑔ℎ𝑡+ = 𝑠𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡_𝑝𝑒𝑎𝑘𝑠.𝑠𝑖𝑧𝑒();
10 //Add strongest peaks to 𝑐𝑜𝑙𝑜𝑟𝑒𝑑_𝑐𝑙𝑜𝑢𝑑, used for displaying the red

centroid of found object
11 𝑐𝑜𝑙𝑜𝑟𝑒𝑑_𝑐𝑙𝑜𝑢𝑑− > 𝑝𝑜𝑖𝑛𝑡𝑠.𝑝𝑢𝑠ℎ_𝑏𝑎𝑐𝑘(𝑝𝑜𝑖𝑛𝑡);
12 else
13 go back to the beginning of finding object;
14 end
15 end
16 foreach 𝑖_𝑝𝑜𝑖𝑛𝑡 ≥ 𝑡𝑒𝑠𝑡𝑖𝑛𝑔_𝑐𝑙𝑜𝑢𝑑− > 𝑝𝑜𝑖𝑛𝑡𝑠.𝑠𝑖𝑧𝑒() do 𝑓𝑖𝑛𝑑𝑆𝑡𝑟𝑜𝑛𝑔𝑒𝑠𝑡𝑃 𝑒𝑎𝑘𝑠;
17 end
18 while !𝑣𝑖𝑒𝑤𝑒𝑟.𝑤𝑎𝑠𝑆𝑡𝑜𝑝𝑝𝑒𝑑() do
19 𝑣𝑖𝑒𝑤𝑒𝑟.𝑠𝑝𝑖𝑛();
20 𝑣𝑖𝑠𝑢𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑐𝑜𝑙𝑜𝑟ℎ(𝑡𝑒𝑠𝑡𝑖𝑛𝑔_𝑐𝑙𝑜𝑢𝑑);
21 𝑣𝑖𝑒𝑤𝑒𝑟.𝑎𝑑𝑑𝑃𝑜𝑖𝑛𝑡𝐶𝑙𝑜𝑢𝑑(𝑐𝑜𝑙𝑜𝑟𝑒𝑑_𝑐𝑙𝑜𝑢𝑑);
22 end

non-maximum suppression algorithm improve the recognition rate of
3D implicit shape objects. Finally, all results of the geometric consis-
tency are marked using the 3D Hough transform. At this point, the 3D
object recognition is completed, and the precise rotation matrix, trans-
lation vector of the model and scene, and vertex position coordinates
can be obtained, which are required for the texture mapping. Texture
mapping involves mapping the texture information from 2D space into
3D space for light-field display. In the remainder of the light-field
acquisition-display system in Fig. 1, discrete point cloud triangulation
is obtained from the 3D point cloud information to determine the
texture coordinates and triangle patch information. Subsequently, the
two groups of coordinate information are sent to the GPUs, in which
the vertex and segment shaders perform mapping, and the projection
image sequence is output to the light-field display.

2.2. Keypoint detection

The keypoint detection (Prakhya et al., 2016) is used to reduce an
input point cloud and to collect fewer key points from the original
point cloud. In this study, in combination with using the foreground
and background scene point segmentation strategy, by increasing the
3

weight of the foreground scene, the ratio of key points is increased,
thereby improving the object detection accuracy. The ultimate goal of
this method is to collect 𝑛 key points 𝑀 = 𝑝1, 𝑝2,… , 𝑝𝑛 from the original
point cloud 𝑃 . The main steps are as follows:

(1) The first point 𝑝1 is randomly selected from point cloud 𝑃 ; the
Euclidean distance from all points to 𝑝1 in 𝑃 except 𝑝1 is calculated,
and the point with the largest distance from 𝑝1 in 𝑃 is determined and
marked as 𝑝2. 𝑝1 and 𝑝2 are the initial values of set 𝑀 .

(2) The distance between all points and key point set 𝑀 , except for
𝑝1 and 𝑝2 in set 𝑃 , is calculated (only two points 𝑝1 and 𝑝2 exist in set
𝑀 at this time). The distance 𝐷𝑃𝑖−𝐾 from any point 𝑝𝑖 in point cloud
𝑃 to key point set 𝑀 is defined as the minimum distance from point 𝑝𝑖
to all points in set 𝑀 .

(3) According to the foreground and background scene point seg-
mentation strategy, weighted processing is performed with the 𝐷𝑃𝑖−𝐾
of each point in set 𝑃 , and the weight value is the normalized value (the
range is from 0 to 1). The weight value is close to 1 for a foreground
scene, whereas it is close to 0 for a background scene. However, the
minimum value 𝑏 and maximum value 𝑓 of the weight value are not
normalized. The Sigmoid function is required to scale these values to
the interval [0, 1] so that the value can be used as the segmentation
weight. If 𝑏 is larger, the point is a background point. When the weight
is set to a smaller value 𝑏𝑤, the 𝐷𝑃𝑖−𝐾 value of the foreground scene
will be larger following weighting. Moreover, the 𝐷𝑃𝑖−𝐾 value of the
background scene is smaller. Therefore, according to the 𝐷𝑃𝑖−𝐾 value of
each point, if the point is the farthest point for sampling, the foreground
scene point is more likely to be sampled.

(4) The point with the largest distance 𝐷𝑃𝑖−𝐾 value to key point
set 𝑀 is selected as key point 𝑝3 in point cloud 𝑃 . At this time, 𝑀 =
𝑝1, 𝑝2, 𝑝3.

(5) The distance between each remaining point in point cloud 𝑃
and point set 𝑀 is repeatedly calculated, and the weight is adjusted
according to the semanteme segmentation strategy. When the distance
𝐷𝑃𝑖−𝐾 reaches the preset maximum of key point set 𝑀 from the furthest
point 𝑝𝑚𝑎𝑥 to key points set 𝑀 , all steps are completed.

2.3. FPFH descriptors

The FPFH (Rusu et al., 2009) is an improvement of the point feature
histogram (PFH) (Rusu et al., 2008); the PFH feature description is
coded based on the spatial geometric relationship between feature
points and their neighbors, and its calculation principle is depicted
in Fig. 2. The center feature point 𝑃𝑞 of the pentagon is a query
point, and 𝑘 points (𝑃𝑘1 ∼ 𝑃𝑘5) (the purple line enclosed by the light
reen circle) are searched in its neighborhood. For the query point and
-neighbors, 𝑘+ 1 points can be obtained by pairing in pairs 𝑘(𝑘+ 1)∕2
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Fig. 2. Calculation principle of FPFH.

point pairs. A query point 𝑃𝑞 is connected only to its neighborhood
oints (𝑃𝑘1 ∼ 𝑃𝑘5) to estimate its simple point feature histogram (SPFH).
ompared to the standard calculation of the PFH, no interconnection
xists between neighborhood points (𝑃𝑘1 ∼ 𝑃𝑘5). All points in the point

cloud dataset are required to perform this calculation to determine
the SPFH. Each direct neighbor is connected to its own neighborhood
points (𝑃𝑘1 ∼ 𝑃𝑘5), and the resultant SPFH is weighted together with
that of query point 𝑃𝑞 to obtain the final FPFH of the point. The directly
connected points of the FPFH are represented by dark blue lines in
Fig. 2, where the thicker connections contribute to the FPFH twice,
whereas the others that are indirectly connected are indicated by thin
dark blue lines.

The FPFH provides the weighted statistics for each SPFH in the
neighborhood, the formula for which is as follows:

𝐹𝑃𝐹𝐻(𝑃𝑞) = 𝑆𝑃𝐹𝐻(𝑃𝑞) +
1
𝑘

𝑘
∑

𝑖=1

1
𝜔𝑘

⋅ 𝑆𝑃𝐹𝐻(𝑃𝑘) (1)

where 𝜔𝑘 is the distance between query point 𝑃𝑞 and its neighborhood
points 𝑃𝑘.

The FPFH takes advantage of triples (𝛼, 𝜙, 𝜃) to describe the devia-
tion of the normal vectors between the query point and neighborhood
points of the light green circle in Fig. 2. The statistics of each com-
ponent in the triple are normalized to [0, 100] and are divided into
11 intervals. A total of 33 angle intervals are formed for the number
statistics of the triple values. Thus, a 33-dimensional eigenvector is
obtained.

2.4. K-means++

The K-means algorithm, which was proposed by MacQueen in
1967 (MacQueen et al., 1967), divides each sample into clustering
with the nearest center (mean). The K-means algorithm is an important
method in data mining. It provides an iterative repartition strategy:
the Euclidean distance between each point and the cluster center is
continuously iterated and optimized until the dataset is divided into
the K predefined clusters, following which the iterative process is
completed.

For every dataset 𝑋 = {𝑥1, 𝑥2,… , 𝑥𝑁}, the K-means algorithm
provides a 𝐾-partition {𝑋𝑙}𝑘𝑙=1. Therefore, if {𝐶1, 𝐶2,… , 𝐶𝐾} is used
to represent the centers of the 𝐾-partitions, the objective function is
expressed as follows:

𝐸 =
𝐾
∑

𝑙=1

∑

𝑥𝑖∈𝑋𝑙

‖𝑥𝑖 − 𝐶𝑙‖
2 (2)

The basic K-means algorithm consists of the following three steps:
(1) All samples are divided into 𝐾 initial clusters.
(2) A sample from the sample-set is categorized into the clus-

ter when the Euclidean distance is the nearest to the center of this
sample. In this case, the center of the sample is the standardized or
non-standardized mean of the data.
 ∇

4

(3) The center of the two clusters is recalculated, until all samples
can no longer be redistributed.

The final clustering result relies on the selection of the initial
group or, to a certain extent, the initial center. Experimental results
have demonstrated that the most important changes occur in the first
redistribution.

Because the proposal of the K-means algorithm, it has been used ex-
tensively in many fields such as computer vision, data mining, and gene
discovery. However, several problems occur in K-means clustering. For
example, the K-mean is highly dependent on the selection of the initial
points, which may affect the clustering efficiency and performance.
Therefore, this study presents a semi-supervised active learning method
based on K-means++, which manually defines the order of the initial
values by tagging. K-means++ has been experimentally demonstrated
to be better than the K-means method in terms of convergence and run-
ning time, which improves the robustness of the algorithm. However,
as K-means++ may select outliers or low-density points as the center
points, the clustering results may not be ideal.

The K-means++ algorithm is based on the K-means algorithm and
improves the selection method of the initial clustering center. When
the 𝑛th initial clustering center is selected (𝑛 ∈ [2, 𝑘], 𝑘 is the number
of clusters), the further points from the (𝑛 − 1) ahead clustering center
have a higher probability of being selected. The basic principle is as
follows (Arthur and Vassilvitskii, 2006):

Assuming that a dataset contains 𝑁 samples 𝛼 = {𝑥𝑖|𝑥𝑖 = (𝑥𝑖1,
𝑥𝑖2,… , 𝑥𝑖𝑑 ), 𝑖 = 1, 2,… , 𝑁}, 𝑘 points of set 𝛼 are randomly selected as
the initial clustering center 𝐶 = {𝑐𝑗 |𝑐𝑗 = (𝑐𝑗1, 𝑐𝑗2,… , 𝑐𝑗𝑑 ), 𝑗 = 1, 2,… , 𝑘}.
The Euclidean distance 𝑑 between each example point 𝑥𝑖 in dataset 𝛼
and each centroid 𝑐𝑗 in 𝑚-dimensional space is calculated according to
the following formula:

𝑑(𝑥𝑖, 𝑐𝑗 ) =

√

√

√

√

𝑚
∑

𝑘=1
(𝑥𝑖𝑘 − 𝑐𝑗𝑘)2 (3)

The formula for the probability 𝑃 of each sample point being
selected as the next clustering center is as follows:

𝑃 (𝑖) =
𝑑2(𝑥𝑖)

∑

(𝑑2(𝑥𝑖))
(4)

Using the roulette method, the next clustering center is selected,
nd the process is repeated and looped until 𝐾 clustering centers
re selected. On this basis, the Euclidean distance 𝑑 between each

sample point 𝑥𝑖 and each clustering center of the sample dataset is
calculated. The clustering center is determined according to the nearest
distance criterion. The mean value of all sample points in each cluster
is regarded as the clustering center. The clustering center is constantly
updated until it does not change or the sum of square errors becomes
minimal. The formula for the sum of squares of the intra-clustering
errors 𝐼𝑆𝑆𝐸 is as follows:

𝐼𝑆𝑆𝐸 =
𝑘
∑

𝑗=1

∑

𝑥𝑖∈𝜑𝑗

𝑑(𝑥𝑖, 𝑐𝑗 ) (5)

.5. Non-maximum suppression

Non-maximum suppression is a point convergence algorithm (Dalal,
006; Comaniciu, 2003). In this study, non-maximum suppression is
pplied to the clustering problem to achieve classification improved
esults. It does not require prior information, such as the number of
lusters, and enables each feature point to converge to several cores
ith the largest density. Thus, all points that converge to the same core
elong to the same class. The steps are as follows:

(1) The overall spatial function 𝑓 (𝑋) is constructed, which repre-
ents the density of every point 𝑋 in neighborhood 𝐻 . 𝑓 (𝑋) must satisfy
any characteristics; for example, the gradient ∇𝑓 (𝑋) can be obtained;
𝑓 (𝑋) = 0 can be reduced to the iterative formula 𝑋 = 𝜑(𝑋), and
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the iterative function 𝜑(𝑋) should have 𝐻 as a constant. Moreover, the
Gauss kernel function must satisfy the following conditions:

𝑓 (𝑋) = 1

𝑛(2𝜋)
3
2

𝑛
∑

𝑖=1
|𝐻𝑖|

− 1
2 𝑒−

𝐷2[𝑋,𝑋𝑖,𝐻𝑖 ]
2 (6)

here 𝐷2[𝑋,𝑋𝑖,𝐻𝑖] = (𝑋 −𝑋𝑖)𝑇𝐻(𝑋 −𝑋𝑖) is the Mahalanobis distance
etween 𝑋 and 𝑋𝑖; 𝑛 is the number of clustered points (feature points);
he diagonal matrix 𝐻𝑖 = 𝑑𝑖𝑎𝑔(𝛿𝑥, 𝛿𝑦) is known as the uncertainty
atrix, which is used to adjust the number of clusters; and 𝛿𝑥, 𝛿𝑦

denotes the size of neighborhood 𝐻𝑖 on the 𝑥- and 𝑦-axes, respectively.
A smaller neighborhood 𝐻𝑖 indicates that more classes are clustered.

(2) All local maximum points (𝐶1, 𝐶2, 𝐶𝐾 ) of 𝑓 (𝑋) are determined
so as to calculate the point of gradient ∇𝑓 (𝑋) = 0. In this case, 𝑘 is
the number of categories, and (𝐶1, 𝐶2,… , 𝐶𝐾 ) denotes the core, which
characterizes the density local maximum density, as follows:

∇𝑓 (𝑋) = 1

𝑛(2𝜋)
3
2

𝑛
∑

𝑖=1
|𝐻𝑖|

− 1
2 𝐻−1

𝑖 (𝑋𝑖 −𝑋)𝑒−
𝐷2[𝑋,𝑋𝑖,𝐻𝑖 ]

2 (7)

As the solution to the above equation (𝐶1, 𝐶2, 𝐶𝐾 ) cannot be ob-
tained analytically, (𝐶1, 𝐶2, 𝐶𝐾 ) is determined using an iterative
method. Therefore, the iterative formula is deduced as 𝑋 = 𝜑(𝑋) from
∇𝑓 (𝑋) = 0.

(3) Let ∇𝑓 (𝑋)∕𝑓 (𝑋) = 0; thus,

𝜔̃𝑖(𝑋) =
|𝐻𝑖|

− 1
2 𝑒−

𝐷2[𝑋,𝑋𝑖,𝐻𝑖 ]
2

∑𝑛
𝑖=1 |𝐻𝑖|

− 1
2 𝑒−

𝐷2[𝑋,𝑋𝑖,𝐻𝑖 ]
2

(8)

Subsequently, ∇𝑓 (𝑋)∕𝑓 (𝑋) = 0 can be reduced to

∇𝑓 (𝑋)
𝑓 (𝑋)

=
𝑛
∑

𝑖=1
𝜔̃𝑖(𝑋)𝐻−1

𝑖 𝑋𝑖 − (
𝑛
∑

𝑖=1
𝜔̃𝑖(𝑋)𝐻−1

𝑖 )𝑋 (9)

That is,

𝑋 =
∑𝑛

𝑖=1 𝜔̃𝑖(𝑋)𝐻−1
𝑖 𝑋𝑖

∑𝑛
𝑖=1 𝜔̃𝑖(𝑋)𝐻−1

𝑖

(10)

The above equation is the iterative formula 𝑋𝑘+1 = 𝜑(𝑋𝑘). Because
of its convergence, the initial value of the iteration can be selected as
any characteristic point 𝑋𝑖, and it must converge to one of the solutions
(𝐶1, 𝐶2, 𝐶𝐾 ) of ∇𝑓 (𝑋)∕𝑓 (𝑋) = 0. The iteration does not stop until 𝑋𝑘
no longer changes.

(4) If 𝑋𝑖 converges to 𝐶𝑗 , 𝑋𝑖 can cluster to class 𝑗, and all feature
points that converge to 𝐶𝑗 belong to this class. The above process is
repeated for all feature points to complete the clustering of all points.

Remark. Eqs. (3), (4), and (5) imply that the training initialization
(offline part) of the K-means++ is to train and save the training
model, on behalf of the Euclidean distance in 𝑚-dimensional space,
the probability, and the sum of squares of the intra-clustering errors.
Eqs. (6)– (10) implies that classification (online part) of the K-means++
is to classify, to find the strongest peaks. The strongest peaks represent
the recognition result with the red centroid.

3. Experiments

Experiments were conducted using traditional pattern recognition
(Wang et al., 2019), including normal estimation, uniform keypoint
sampling, Monte Carlo random sampling, SHOT descriptor extraction,
KD-tree matching, and geometric consistency clustering estimation.
All scenarios corresponding to each model were tested 1582 times
in three databases. Fig. 3 presents part of the experimental results
of the 3D object recognition using the traditional method for each
model and scene in the Clutter dataset (Glover and Popovic, 2013). The
experimental results indicate that the efficiency (EFF) of the traditional
method exhibited an average improvement of 9.26%, with the same

rate of the correct recognition (RCR). However, the recognition rate

5

of the 3D implicit shape objects was not high in the experiments, as
shown in the Banana model in the second row and the fifth column in
Fig. 3. Additionally, the TikiCup model in the eighth row and the eighth
column exhibits the same effect. The efficiency and the recognition rate
were calculated as follows:

𝐸𝐹𝐹 =
𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑𝑇 𝑜𝑡𝑎𝑙𝑊 𝑜𝑟𝑘𝑖𝑛𝑔𝐻𝑜𝑢𝑟𝑠
𝐴𝑐𝑡𝑢𝑎𝑙𝑇 𝑜𝑡𝑎𝑙𝑊 𝑜𝑟𝑘𝑖𝑛𝑔𝐻𝑜𝑢𝑟𝑠

× 100% (11)

where the Standard Total Working Hours denoted the time involved in
the traditional method and the Actual Total Working Hours denoted
the time involved in the proposed method.

𝑅𝐶𝑅 = 𝐼𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛𝑅𝑎𝑡𝑒 ×𝑊 𝑒𝑖𝑔ℎ𝑡 × 100%

=
𝑇 𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛𝑂𝑏𝑗𝑒𝑐𝑡𝑠

𝑇 𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑀𝑜𝑑𝑒𝑙𝑠
×

𝑇 𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑀𝑜𝑑𝑒𝑙𝑠
𝑇 𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑃 𝑒𝑟𝐶𝑙𝑎𝑠𝑠𝑀𝑜𝑑𝑒𝑙𝑠

× 100%

=
𝑇 𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑅𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛𝑂𝑏𝑗𝑒𝑐𝑡𝑠

𝑇 𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑃 𝑒𝑟𝐶𝑙𝑎𝑠𝑠𝑀𝑜𝑑𝑒𝑙𝑠
× 100%

(12)

In addition, performance evaluation metrics also included the 3D
intersection over union (IoU) and algorithm time complexity. The 3D
IoU was calculated as follows:

3𝐷𝐼𝑜𝑈 =
𝑉 𝑜𝑙𝑢𝑚𝑒𝑜𝑓𝑂𝑣𝑒𝑟𝑙𝑎𝑝
𝑉 𝑜𝑙𝑢𝑚𝑒𝑜𝑓𝑈𝑛𝑖𝑜𝑛

(13)

where the Volume of Overlap denoted the ‘‘intersection’’ of two 3D ob-
jects and the Volume of Union denoted the ‘‘union’’ of two 3D objects.
The maximum value of 3D IoU was 1, which meant the actual spatial
area of the 3D object was completely coincident with the inferred
spatial area. The minimum value of 3D IoU was 0, which meant there
was no overlap between the actual spatial area and the inferred spatial
area of the 3D object. When 3D IoU was greater than 0.5, it obtained
a ‘‘good’’ prediction result. In experiments, the 3D IoU was equivalent
to the RCR.

Complexity analysis referred to how many times the algorithm
required multiplication and addition, such as the fast Fourier transform
of an 𝑁 ∗ 𝑁 matrix, whose complexity was 

(

𝑁2𝑙𝑜𝑔𝑁
)

. The algorithm
time complexity was expressed in Big  notation, defined as 𝑇 [𝑛] =
(𝑓 (𝑛)). The function 𝑇 [𝑛] was bounded by 𝑓 (𝑛). If the scale of a

roblem is 𝑛, the time required for an algorithm to solve the problem
as 𝑇 [𝑛]. 𝑇 [𝑛] was called the ‘‘time complexity’’ of this algorithm.
hen the input 𝑛 gradually increased, the limit case of time complexity
as called the ‘‘asymptotic time complexity’’ of the algorithm. The Big
notation meant that there was an upper bound of the algorithm time

omplexity. If 𝑓 (𝑛) =  (𝑛), it was clearly true that 𝑓 (𝑛) = 
(

𝑛2
)

.
t gave an upper bound, but it was not a supremum. The common
lgorithm time complexity from small to large was:  (1) < 

(

log2 𝑛
)

<
(𝑛) < 

(

𝑛 log2 𝑛
)

< 
(

𝑛2
)

< 
(

𝑛3
)

< 
(

𝑛𝑘
)

<  (2𝑛). As the problem
ize 𝑛 increased, the above time complexity increased, and the EFF
ecreased.

Experiments with the proposed method were conducted using the
isual Studio 2013 platform and Point Cloud Library (PCL) 1.8.0 to

mprove the recognition rate of 3D implicit shape objects. The pro-
ramming language was C++. The experimental databases included
he Mian dataset (Mian et al., 2006) and Tosca high-resolution 3D
ataset (Bronstein et al., 2008). The point cloud data (PCD) ASCII
ile format was used in the light-field imaging experiment. Because of
he huge amount of data, it would be almost impossible to label each
ample. Therefore, active learning was used to select the most valuable
amples, which were subsequently manually labeled to continue with
odel training, improve the model performance, and improve the

tability and security as far as possible. As the proposed method con-
ists of semi-supervised active learning combined with the K-means++
ethod, it was not necessary to configure and adjust the parameters,

uch as the threshold in the C++ project based on PCL, to improve the
daptability of the 3D object recognition.

The first experiment was performed on the Mian dataset from Mian
t al. (2006). Representative sampling was used to select some of the
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Fig. 3. Experimental results of Clutter dataset using method of traditional pattern recognition (Wang et al., 2019).
Fig. 4. Image scatter plot of learning weights and parameters of trained models, where the color indicates the density, using the Mian dataset: (a) trained models without an
index, (b) trained models with a random index, (c) trained models in order of size, and (d) one of the manually labeled training models.
most representative samples through clustering and according to the
differences among domains. Fig. 4 depicts the learning weights and
parameters of the trained models when using the proposed method,
including the histograms, labels, locations, sigmas, clusters, statistical
weights, number of classes, number of visual words, number of clus-
ters, descriptors dimension, directions to the center, location size, and
training classes.

The training data must be normalized prior to K-means++ cluster-
ing, which is a multi-dimensional normalization technique. The weights
6

can be adjusted on the normalized data to assign weights to each
factor. The return value of K-means++ is an array. Values of 0 and
1 represent the distance between the observed value and centroid,
respectively, where a smaller distance indicates more closeness to the
centroid. Therefore, the accuracy of the results can be evaluated using
the Euclidean distance between the factors within the class or the
average distance between the measured value and centroid. Experi-
mental results have demonstrated that a larger K value indicates a
better clustering effect of K-means++. However, a greater K value is not
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Fig. 5. Results of comparison with proposed method for Mian dataset.
Fig. 6. Experimental results of Mian dataset using proposed method.
always preferable. According to the algorithm, a larger K value results
in greater time and space costs for the system, and when the training
data are relatively large, excessive K value may cause slow running,
thereby wasting substantial time and affecting the efficiency. Finally,
in this study, the trained model of the Mian dataset (Mian et al., 2006)
was applied to chicken_high, rhino, T-rex_high, parasaurolophus_high,
and chef, for the initial ordered values, with manual labeling performed
to select the K centroids.

The experimental results are presented in Fig. 6, wherein the dark
green objects denote objects to be recognized in the scenes and the
red centroids indicate 3D object recognition results. The results of the
first experiment indicate that, apart from several misjudgments, no
invalid or null judgments appeared. The proposed method exhibited an
extremely high recognition rate for the Mian dataset. Fig. 5 presents the
results of the 3D object recognition method compared to the methods
of Wang et al. (2019), Tang et al. (2017), Liu et al. (2019), and Li
7

et al. (2022). It can be observed that the proposed method achieved
better efficiency. Moreover, Table 1 displays the improved 3D IoU of
the proposed methods compared to the methods of Wang et al. (2019),
Tang et al. (2017), Liu et al. (2019), and Li et al. (2022).

The second experiment performed on the Tosca high-resolution 3D
dataset v 1.0 from Bronstein et al. (2008) and Symeonidou et al. (2019),
which includes high-resolution 3D implicit shapes in various poses,
as illustrated in Fig. 9(a). The dataset contains a total of 80 models,
including 11 cats, 6 centaurs, 9 dogs, 4 gorillas, 8 horses, 12 female
figures (Victoria), 3 wolves, and two different male figures (David and
Michael), incorporating 7 and 20 poses, respectively. As the same class
of models has an equal number of vertices, with the same triangulation
in a compatible manner, the models could be used as a per-vertex
ground truth correspondence in the experiments.

The index and label methods were retained in the second experi-

ment, as the first experiments demonstrated that the trained models
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Table 1
Comparative results of 3D IoU based on Mian dataset.

Name Proposed method Wang method (Wang et al., 2019) Tang method (Tang et al., 2017) Liu method (Liu et al., 2019) Li method (Li et al., 2022)

cheff 84 80 75.45 63.98 83.98
chicken_high 78.33 76 66.38 72.5 77.5
parasaurolophus_high 82.79 79 78.22 72.56 82.56
rhino_high 82.96 82 75.65 66.58 76.8
T-rex_high 78.44 78 66.52 63.25 73.87
Fig. 7. Image scatter plot of learning weights and parameters of trained models with color indicating density, when using Tosca high-resolution 3D dataset: (a) trained models
ith random index, (b) trained models in order of size, and (c) and (d) manually labeled training models.
ith no index did not provide better effects and yielded a low recogni-
ion rate. Fig. 7 depicts the learning weights and parameters of trained
odels when using the proposed method. Finally, the trained model

f the Tosca high-resolution 3D dataset v 1.0 was applied to cat0,
entaur3, david12, dog8, gorilla1, horse0, michael15, victoria25, and
olf0 for the initial ordered values with manual indexing and labeling
erformed to select the K centroids.

The experimental results are presented in Fig. 9(b), in which the
ark green objects denote the models to be recognized and the red
entroids indicate the 3D object recognition results. It can be observed
hat the proposed method exhibited an extremely high recognition rate
or the Tosca high-resolution 3D dataset. Fig. 8 depicts the results of
he 3D object recognition for the proposed method compared to the
ethods of Wang et al. (2019), Tang et al. (2017), Liu et al. (2019)

nd Li et al. (2022). This figure also demonstrates that the proposed
ethod achieved higher efficiency. Moreover, Table 2 presents the

mproved 3D IoU of the proposed methods compared to the methods
f Wang et al. (2019), Tang et al. (2017), Liu et al. (2019), and Li et al.
2022).

. Conclusions and future directions

The aim of this study was to solve the problem of the low recogni-
ion rate of 3D implicit shape objects. A semi-supervised active learning
ypothesis verification approach for 3D reconstruction in light-field
maging has been proposed. This resolution can contribute to virtual
eality fusion in 3D displays. The main advantage of the proposed
ethod is that it does not require additional hardware implementation

nd it offers robust self-adaptability compared to traditional pattern
ecognition approaches. Therefore, hardware savings can be achieved,
8

without manual effort and with fewer errors. The proposed method was
tested on fixed datasets with many samples and in numerous exper-
iments. The results revealed that the proposed method improved the
recognition rate of 3D implicit shape objects and could overcome the
shortcomings of local feature clustering. Future experiments can focus
on more adaptive classification algorithms, such as the construction
and merging of viewpoint feature histograms and the KD-tree structure,
to enhance the interactivity of the light-field display. Additionally, in
the future, the texture mapping of illumination consistency can be con-
tinued on this basis. Thus, combined with the prior knowledge of the
scene before the light-field acquisition, through the reverse deduction,
reconstruction, and decoding in the subsequent stage, the light-field
display stage can obtain images with more optimized resolution and
dimensional space information so that the virtual reality fusion effect
of the light-field imaging is better.

5. Discussion

In general, the sample is gradually increased in the image processing
stage in 3D reconstruction under the temporal and spatial domains.
When the semi-supervised active learning method, combined with 3D
feature extraction, is not used, the light-field system generally ran-
domly selects samples or uses some manual rules to provide samples
to be marked for manual marking. Although this can also bring some
improvement, the cost of labeling is always relatively large. The pro-
posed method is to obtain the sample that is ‘‘difficult’’ to classify
through active learning, allow the manual reconfirmation and review,
and then use the semi-supervised active learning model to train the
manually annotated data again, so as to gradually improve the effect of
the model and integrate the manual experience into the active learning
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Fig. 8. Results of comparison with proposed method for Tosca high-resolution 3D dataset.
Fig. 9. 80 models of Tosca high-resolution dataset (Bronstein et al., 2008; Symeonidou et al., 2019): (a) source models and (b) experimental results of proposed method.
Table 2
Comparison results 3D IoU based on the Mian dataset.

Name Proposed method Wang method (Wang et al., 2019) Tang method (Tang et al., 2017) Liu method (Liu et al., 2019) Li method (Li et al., 2022)

Cat 81.81 63.63 63.63 54.5 80
Centaur 66.67 50 33.33 50 65.55
David 71.43 57.14 57.14 57.14 69
Dog 88.89 66.66 55.56 66.66 78
Gorilla 75 50 56 59 69
Horse 75 62.5 50 62.5 74.59
Michael 75 65 60 63.13 72
Victoria 83.33 66.66 67.66 75 81
Wolf 66.67 43.56 35.33 55.22 65.59
9
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model. The proposed method uses the feature extraction module of the
trained model, extracts the features of all labeled data, and according
to the classification results, takes the average for the features of each
category. Use the classifier of the trained model to classify the average
feature and the unlabeled data feature and compare the classification
results of the two features. However, there is a lack of priority sorting
methods for the selected unlabeled data in the algorithm process.
In many cases, particularly in the early stage of training, there may
be a large number of mixed features and unlabeled data features
with inconsistent classification results, which makes a large number of
unlabeled data selected. At this time, a further selection mechanism
(perhaps sorting) is required to further filter these data and select the
best among the best. The suitability and superiority of the proposed
method compared with other state-of-the-art algorithms will be further
investigated in future work.
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