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Application of bilateral sliding mode
predictive compound control
in photoelectric tracking system

Ren Yan1,2 and Wang Yimin3

Abstract
This article focuses on the stable imaging problem of photoelectric imaging system that depends on the synchronous rotation of mirror and detector.

When there is a relative movement between the mirror and the detector, it will cause image rotation, resulting in information loss and reduced track-

ing accuracy. It is difficult to achieve the high-precision synchronous movement between the mirror and the detector using the traditional unilateral

control method. Different from the existing results of the traditional unilateral tracking method, this paper introduces the bilateral control structure in

the field of robot teleoperation and proposes a novel compound control strategy based on the bilateral control structure. First, a robust disturbance

observer is proposed to reduce the disturbance of the system, in which a new robust HN mixed sensitivity control algorithm is designed to optimize

the filter. Then, a novel generalized sliding mode predictive (NSMP) control strategy based on hybrid reaching law is proposed to eliminate the image

rotation problem caused by time delay. Besides, a new power function is designed to replace the switching function in the reaching law to reduce chat-

tering. Finally, the finite time theory and the Lyapunov theory are used to prove that the proposed control scheme can ensure that the system is stable

and reach its steady state in a finite time. The simulation results show the effectiveness of the proposed control scheme.
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Introduction

In recent years, high-coverage system and high-precision

photoelectric imaging system are urgently required for target

detection, target tracking, signal intelligence collection, land

resource detection and many other fields (Ren et al., 2020;

Wang et al., 2020). In the photoelectric imaging system, a 45�
scan mirror is always set in front of the optical lens, which can

effectively enhance the coverage. When the scanning mirror

rotates the scanning image, if the motion is not synchronized

with the imaging detector, image rotation problem will occur.

The nonsynchronized rotation will cause the loss of image

information and seriously affect the tracking accuracy of the

target. There are two methods to solve the image rotation

problem; the first method is digital image processing technol-

ogy, which calculates the rotation angle between the rotated

image and the original image and corrects it. However, due to

the long processing time and large amount of calculation, it is

not suitable for application in high dynamic photoelectric

imaging systems (Giuffrida and Tsaftaris, 2020). Another

method is a physical compensation method, which controls

the scanning mirror motor and imaging detector to have their

positions relatively static during the exposure time (Chang

et al., 2019). As known, image rotation is caused by the move-

ment asynchrony between the driving motors of the scanning

mirror and the imaging detector; however, as reported, it is

difficult to achieve high-precision synchronous movement

between the two motors using the traditional unilateral con-

trol method.
In the field of robot teleoperation control, there is a kind

of bilateral control (Chen et al., 2020). This method can con-

trol the two targets to maintain synchronous motion in the

presence of communication delay, various non-linearities and

uncertainty disturbance (Mobayen, 2018; Tajiri et al., 2018).

The control system is divided into two parts: one is to esti-

mate and compensate the disturbance; the other is to conduct

a closed-loop controller for command tracking (Liu et al.,

2020). In Tian et al. (2015), the bilateral control method

based on position feedback and force feedback is applied to

the photoelectric imaging system for the first time, and the

image rotation is suppressed effectively. Therefore, the image
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rotation can be effectively eliminated by applying the bilateral
control method to the photoelectric imaging system. The
design process of control system can be divided into two
parts: the first part is the process of designing disturbance
compensator for various disturbances; the second part is the

process of designing closed-loop controller for target track-
ing. In this regard, this paper has carried out the following
research.

To obtain better control performance, disturbance obser-
ver (DOB) is usually added to the control scheme to estimate
the disturbance of the system. In this aspect, extended state
observer (ESO) has been widely used in various fields because
it has the advantages of simple structure and strong robust-
ness (Fan et al., 2020). However, it is difficult to realize in
practice. The sliding mode disturbance observer (SMDO)
regards the non-linear disturbed as a kind of motion charac-
teristic on the sliding mode and applies the difference between
the output of the nominal model and the actual output as an
equivalent disturbance to the nominal model (Yao et al.,
2014), which enables a quick estimation and compensation, in
turn, to the disturbance in the finite time. While the algorithm
of sliding mode control is widely used in control systems
because it is simple, it does not need to rely on the accurate
system model and has the invariance to the parameter change
and the external disturbance. However, sliding mode control
has chattering problem, which seriously restricts its applic-
ability and development (Ullah and Pei, 2020). Furthermore,
the DOB can effectively estimate and compensate the system
disturbance, but it is not practical in most cases to rely on the
accurate mathematical model (Ding et al., 2020).

To solve the problems discussed above, robust disturbance
observer (RDOB) is designed. This control method optimizes
the filter in the DOB through robust H‘ mixed sensitivity
control (RHMS). It will show that the performance of the
RDOB is less dependent on accurate mathematical model
compared with traditional DOB, and calculation of the
inverse of solution model is avoided. Therefore, it has better
estimation performance and generality for interference.

As we all know, sliding mode variable structure control
(SMC) is applied in many fields because of its good robust-
ness and rapidity (Hu et al., 2020). It is an effective control
method for uncertain system. However, chattering is an una-
voidable problem in the design of sliding mode control. From
the viewpoint of theoretical research, some interesting results
of weakening chattering have been presented. Labbadi and
Moussaoui (2021) designed fractional-order sliding mode con-
trol to reduce chattering. Huerta et al. (2021) developed high-
order sliding mode control schemes to suppress chattering.
Although the above two control methods can reduce chatter-
ing, the design process is complex and the implementation
cost is too high in practical application. The authors in
Cecilia et al. (2021) proposed the integral sliding mode control
strategy to suppress chattering, but this control method also
has a steady-state error. The authors in Chen et al. (2021)
designed a Hybrid Reaching Law (HRL) algorithm, combin-
ing exponential reaching law and power reaching law, to alle-
viate the chattering problem in the Exponential Reaching
Law. Wang et al. 2019(a) focused on a New Reaching Law
(NRL). The NRL incorporates the power term and switching
gain term of system state variables into the Conventional

Exponential Reaching Law (CERL) and eventually sup-
presses the sliding mode chattering and increases the con-
vergence rate of system state reaching the sliding mode
surface. Zhang et al. 2019(a) developed a novel chatter-free
reaching law, in which, as the switching gain was replaced

by an adaptive function, chattering on the sliding surface
tended to zero.

In addition, the imaging process of the photoelectric ima-
ging system will have a time delay (TD) of about 20 ms.
Although the common sliding mode control has good stability
and fast convergence, it has some limitations on the applica-
tions to the photoelectric imaging system with TD. TD is
always a hot and difficult problem in photoelectric imaging
system. From the viewpoint of theoretical research, some
interesting results of suppressing TD have been presented. At
present, the common control methods to suppress TD can be
roughly divided into two categories. One is based on
Lyapunov stability theory to solve the controller. Han (2021)
and Mobayen and Tchier (2017) proposed a linear matrix
inequality (LMI)-based adaptive TD sliding mode control
algorithm. The authors in Fang et al. (2021) developed an
SMC law to force system trajectories onto the specified
switching sliding surface in a finite time. Zhang et al. 2019(b)
studied the sliding mode control scheme for a class of linear
systems with uncertainty and time-varying delay. Xia and Jia
(2003) designed a sliding surface function combined with arti-
ficial delay to enhance the dynamic performance of the power
system. All of the above are based on Lyapunov–Krasovskii
and Lyapunov–Razumikhin functions to derive the stability
conditions and controllers for systems with TD. The other is
predictive control, which can compensate the influence of TD
by predicting the change of state variables in the range of TD.
SMC has strong robustness because it is insensitive to system
parameters and disturbances. This control method is very sen-
sitive to the state change of the system, and its discontinuous
switching control may affect the unmodeled characteristics of
the system, thus damaging the system performance and caus-
ing instability. Therefore, it is not advisable to directly apply

the sliding mode control method to the TD system. Prediction
and delay compensation for linear systems are inherently
more challenging, and while there are fewer results developed
for such systems, there has been recent progress. Ovaska and
Vainio (1997) proposed a nearly all-pass narrow-band predic-
tor to be used as a predictive compensator of the computing
delay. Gao et al. (2020) proposed a new direct compensation
method (DCO) by predicting the current variation within the
delay time. The authors in Truong et al. (2013) proposed a
novel TD prediction method to forecast the system delay in
the next working step for adjusting the sampling period to
eliminate the bad effects of TD on the control performance.
Yao et al. (2022) proposed a new weight-average-prediction
(WAP) controller to compensate the delayed system states.
The TD differential term is added to the control law, which
transforms the traditional TD small signal model into a neu-
tral TD mathematical model. Therefore, the predictive con-
trol scheme can effectively compensate the delay by predicting
the state of the system information in the process of delay.
However, to make the system have better robustness, it is very
necessary to carry out further anti-interference control for the
system. Therefore, some researchers have proposed a sliding
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mode predictive control scheme. Zhang et al. 2021(a) pro-

posed a distributed model-free sliding mode predictive control

strategy based on TD compensation technology to eliminate

the influence of TD on the multi-agent systems (MASs),

which can actively compensate for TD while ensuring system

stability and consensus tracking performance requirements.

Yang et al. (2020) designed a novel sliding mode prediction

fault-tolerant control algorithm for multi-delay discrete

uncertain systems with sensor fault. Zhang et al. 2021(b)

designed a novel sliding mode prediction fault-tolerant con-

trol method to reduce the impact of TD on a class of discrete

uncertain quad-rotor systems with multi-delays and actuator

faults. The above sliding mode predictive control algorithms

can reduce the impact of TD on the system, but the process of

calculating the minimum cost function is cumbersome and

has limitations. Compared with the above methods, we pro-

pose novel generalized sliding mode predictive (NSMP) does

not need minimization cost function and accurate mathemati-

cal model, and has a wider application. In short, the above

work shows that the sliding mode predictive control can effec-

tively solve the problem of TD (Teng et al., 2019; Wang et al.,

2019(a)).
The objective of this paper is to provide the theoretical

analysis on image rotation compensation with bilateral control

structure. The main contributions of this paper are fourfold.

1. The reason of image rotation and the structure of
photoelectric imaging system are analysed. The bilat-
eral control structure in the field of robot teleopera-
tion is applied to the photoelectric imaging system.
Therefore, a dual-channel bidirectional control struc-
ture based on the photoelectric imaging system is
designed. This structure can make the two systems
move synchronously so as to weaken the image rota-
tion problem.

2. A novel RDOB based on RHMS is proposed. S/KS
S: Sensitivity function, K: controller, KS: controller
multiplied by sensitivity function hybrid method is
used to optimize the DOB filter. The advantages are
as follows. First, the design process is simplified.
Second, solving the inverse problem of the model is
avoided, and the application value and the estimation
accuracy of interference are improved. According to
the author’s research, this hybrid method is used to
design the DOB filter for the first time.

3. An NSMP based on mixed reaching law scheme is pro-
posed. First, the New Mixed Reaching Law (NMRL)
is proposed. The NMRL is composed of exponential
approach rate and double power approach rate to
ensure the global fast convergence of the system.
Moreover, Generalized Predictive Control (GPC) is
introduced into the sliding mode control in a novel

form to constitute a sliding mode controller with pre-
dictive function. This controller combines the advan-
tages of sliding mode control and GPC, and makes up
for the limitations of sliding mode control in systems
with TD. It can effectively reduce the impact of TD
and improve the tracking speed of the system. Besides,
a novel power function is used to replace the switching

function in the NMRL to weaken the system chatter
and enhance the tracking accuracy of the system. To
the best knowledge of the authors, this is the first time
to combine in such a novel way the generalized control
and sliding mode control. The control strategy does

not need accurate mathematical model and calculation
of minimum cost function, which reduces the compu-
tational complexity and improves the universality of
application.

4. Under the condition of discrete linear time-invariant
system, the stability and finite time convergence of the
system are proved under the control method proposed
in this paper. And the upper bound of convergence
time is proved. Finally, the error is quantified.

The rest of this paper is organized as follows. Section

‘Bilateral control system’ gives the overall control structure of
the photoelectric imaging system and briefly describes the

meaning of each component in the structure. Section ‘System

model’ gives the system model. In section ‘Design and analysis
of disturbance’, the robust DOB based on RHMS control will

be designed. And the NSMP is proposed in section ‘Design of
sliding mode predictive controller’. Simulation experiment are

carried out in section ‘Experimental simulation and analysis’.

Finally, section ‘‘Conclusion’’ will present conclusions.

Bilateral control system

The double-channel bilateral control structure of the photo-

electric imaging system is shown in Figure 1. As shown in the

figure, the bilateral control system is divided into two parts:
the upper part represents, in block diagram form, the scan-

ning agency and the lower part represents the compensation
agency; they facilitate the control of rotation of the scan mir-

ror and the imaging detector, respectively. Both the scanning

agency and the compensation agency implement closed-loop
control combined with DOBs, in which the closed-loop con-

trollers adopt NSMP scheme to ensure the tracking perfor-

mance of the system, while the observers are designed
according to the criteria of the RDOB to eliminate noises

such as model errors, external disturbances and carrier oscil-

lations. The reference trajectory softens the system so that the
system can smoothly reach the given value.

In Figure 1, yrs denotes the reference input of the scan

mirror system, ufS denotes the closed-loop controller output

of the scan mirror system, uS denotes the control input of
scan mirror system and dS denotes the equivalent disturbance

of the scan mirror system, including wind resistance moment,

mass imbalance moment and so on. ys denotes the measure-
ment output of the scan mirror system, d̂S denotes the distur-

bance estimate of the scan mirror system, yrI denotes the
reference input of the imaging detector system, ufI denotes

the closed-loop controller output of the imaging detector sys-

tem, uI denotes the control input of the imaging detector sys-
tem and dI denotes the equivalent disturbance of the imaging

detector system, including wind resistance moment, mass

imbalance moment and so on. d̂I denotes the disturbance esti-
mate of the imaging detector system, and yI denotes the mea-

surement output of the imaging detector system.
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During the operation of the system, there is a TD from the

detection of the target by the imaging detector to the reception

of the deviation signal by the servo controller. It is the sum of

a TD, accounting for photoelectric conversion delay, signal

processing delay and communication transmission delay. To

reduce the influence of the TD, the time required for miss dis-

tance is calculated by artificially delaying the feedback chan-

nel signal so that the input channel delay of miss distance can

be equivalent to the control channel delay of imaging detector

system, which is finally T2.

System model

The photoelectric imaging system is mainly composed of DC

torque motor, encoder, pulse width modulation (PWM)

power amplifier, position measuring device, platform frame

and the optical system that is mounted on the frame.

According to the motion characteristics, the motor models of

the scanning mirror motor and the imaging detector motor

can be simplified into the following form

Js
€us =� Bs

_us + us +Ds(u, t) ð1Þ

JI
€uI =� BI

_uI + uI +DI u, tð Þ ð2Þ

where us, _us and €us are the angular position, angular speed

and angular acceleration of the scan mirror system, respec-

tively. Js and Bs are the moment of inertia and the viscous

damping coefficient of the scan mirror system, respectively. us

is the control input of the scan mirror system, and Ds(u, t) is

the unknown non-linear dynamic of the scan mirror system.

uI , _uI and €uI are the angular position, angular speed and angu-

lar acceleration of the imaging detector system, respectively.

JI and BI are the moment of inertia and the viscous damping

coefficient of the imaging detector system, respectively. uI is

the control input of the imaging detector system, and DI (u, t)

is the unknown non-linear dynamic of the imaging detector

system.
The following content uses i instead of S and I for conve-

nience. When subscript i is I, it indicates the variable of the

imaging detector system. When subscript i is S, it indicates

the variable of the scan mirror system. According to equa-
tions (1) and (2), the system transfer function can be described

as

Gi sð Þ= Yi sð Þ
Ui sð Þ =

1

Jis2 +Bis
ð3Þ

The discrete model of the system is

Gi z�1
� �

=
yi kð Þ
ui kð Þ =

z�1(bi0 + bi1z�1)

ai0 + ai1z�1 + ai2z�2
= z�1 Bi z�1ð Þ

Ai z�1ð Þ ð4Þ

where Ai(z
�1) and Bi(z

�1) are z�1 polynomials of order 2 and
1 of i system, respectively.Ai(z

�1)= ai0 + ai1z�1 + ai2z�2 and

Bi(z
�1)= bi0 + bi1z�1. ai0, ai1, ai2, bi0, bi1 are constants of i

system.

Design and analysis of disturbance

In practice, uncertainty of the model and external disturbance

are main factors influencing the stability of the line of sight
(LoS) of the photoelectric imaging system. Disturbance com-

pensation controller is developed to suppress external distur-
bance and uncertainties in this section.

DOB uses the inverse of the model and a low-pass filter to
estimate the equivalent disturbance of the system. The low-

pass filter reflects the system’s ability to suppress the high-
frequency noise. However, the process of designing a low-pass

filter is tedious. In the design process, every time the low-pass

filter is selected to test the robustness of the system.
To simplify the design process and optimize the low-pass

filter, the RHMS function S/KS is used to the design the low-

pass filter. The process is as follows.

RHMS control

The basic idea of robust control can be understood as to

design the optimal controller by analysing the maximum bear-
ing capacity of the system model with uncertainties. On the

basis of this control, an optimization method called RHMS is
further studied. The controller obtained by this method can

simultaneously consider multiple design indexes, such as

tracking accuracy, anti-interference performance and robust
stability. Its basic structure is shown in Figure 2.

In Figure 2, w, e and y are reference signal, tracking error

and measurement output respectively; u is the control input.

Ws, WR and WT are weighted functions. G(z�1) represents the
controlled object. z1, z2 and z3 are the performance signals of

the system, and P(z�1) is a generalized controlled object.

K(z�1) represents robust controller. z1, z2, and z3 are system
performance signals. The standard control forms are as

follows

Figure 1. Double-channel bilateral control structure.
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z

e

� �
=P z�1

� � w

u

� �
=

P11(z
�1) P12(z

�1)
P21(z

�1) P22(z
�1)

� �
w

u

� �
ð5Þ

where z=½ z1 z2 z3 �T , P11=½Ws �Ws G(z�1)�, P12=½ 0 WR �,
P21=½ 0 WT G(z�1) � and P22=½ 1 �G(z�1) �.

The controller of RHMS is obtained by minimizing the

infinite norm of Tzw‘. It can be described as

min
K z�1ð Þ

Tzwk k‘= min
K(z�1)

Ws(1+G(z�1)K(z�1))
�1

WRK(z�1)(1+G(z�1)K(z�1))
�1

WT G(z�1)K(z�1)(1+G(z�1)K(z�1))
�1

�������

�������
‘

ð6Þ

There are usually the following definitions

S =
1

(1+G(z�1)K(z�1))
ð7Þ

T =G(z�1)K(z�1)=(1+G(z�1)K(z�1)) ð8Þ

where S and T are the sensitivity function and complementary
sensitivity function, respectively, which reflect the system’s
ability to suppress the low-frequency disturbance and the

high-frequency disturbance respectively.
The weighting function is as follows

Ws =
½(1+v0)� e�Av0T z�1�
(M �Me�Av0T � z�1)

ð9Þ

WR = const ð10Þ

WT =
1+ v0

M
� A� e�Av0T z�1

� �
A� Ae�Av0T z�1ð Þ ð11Þ

where A\1 denotes the maximum allowable steady-state
error, v0 is the expected bandwidth, M is the peak value of

sensitivity and T represents the sampling period. The smaller
the A, the stronger the ability of the controller to suppress
low-frequency disturbances.

Remark 1: Ws is the weighted function of the sensitivity func-
tion S, and the sensitivity function represents the transfer
function from the disturbance input d to the measurement

output y. It is also a transfer function from the reference sig-
nal w to the tracking error e. Because the external interfer-
ence signal is usually of low frequency and the smaller the
tracking error is expected, the better. Therefore, the low-
frequency gain of S should be small, that is, the low-

frequency gain of Ws should be large. Therefore, the smaller
the A value, the stronger the ability of the controller to sup-
press low-frequency and high-frequency interference. WT is
the weighted function of the complementary sensitivity func-
tion T. T indicates the system’s ability to suppress high-
frequency noise. Generally, the smaller T, the better the sup-
pression effect. In addition, due to the existence of identity
relation S +T = 1, it is necessary to compromise in the
design process.

RDOB design

To simplify the design process of DOB and improve the esti-

mation accuracy of DOB to various disturbances, RHMS

control is used to optimize the DOB filter. The designed filter

is a low-pass filter, so the influence of high-frequency noise

on the system can be ignored in the design process. So the

robust H-infinity S/KS hybrid sensitivity method is used to

optimize the filter. The equivalent deformation of the struc-

ture of DOB control based on RHMS is shown in Figure 3.

Define the filter as

Qi z�1
� �

=
Li z�1ð Þ

1+Li z�1ð Þ =
Gi z�1ð ÞKi z�1ð Þ

1+Gi z�1ð ÞKi z�1ð Þ ð12Þ

where Qi(z
�1) denotes the low-pass filter of i system, Ki(z

�1)

is robust controller of i system and Li(z
�1) is defined as the

open-loop transfer function as follows

Li z�1
� �

=Gi z�1
� �

Ki z�1
� �

ð13Þ

Then the sensitivity function is

Si =
1

1+Li z�1ð Þ ð14Þ

Si � Ki(z
�1)=

Ki(z
�1)

1+Li(z�1)
ð15Þ

According to the theory of RHMS, the sufficient condi-

tions for the system to be stable are as follows

WisSi

WiRKi(z
�1)Si

����
����

‘

\g ð16Þ

where Wis and WiR are the weight functions of S and KS,

respectively. Equation (16) is the evaluation function for rea-

lizing the optimal disturbance suppression performance of

DOB and ensuring the robustness of the system. Although it

is difficult to determine whether g is the minimum to the

cases being dealt with, and the suboptimal g works in practice

regarding the infinite norm of the evaluation function.

Figure 2. Mixed sensitivity control structure diagram.
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Design of sliding mode predictive
controller

To deal with the problems of the image rotation caused by

TD, an NSMP control is proposed, in which the system is

enabled to predict its current output status within TD. This

scheme can overcome the TD, so the image rotation can be

eliminated.
The NSMP controller design consists of the following

steps:

Step A: Setting up the corresponding Controlled Auto-
Regressive Integral Moving Average (CARIMA) model.
Step B: Deriving the equation for the j-step ahead of out-
put prediction on the basis of Diophantine equation.
Step C: Designing the predictive sliding surface and the
sliding mode predictive controller on the basis of the first
two steps.

CARIMA model

Start from the uses of the CARIMA model to predict the out-

put value of the system in TD according to the historical data

and control input (Bentsman and Ordys, 1999). Rewrite the

system model (4) into CARIMA model form

Ai z�1
� �

yi kð Þ=Bi z�1
� �

ui k � 1ð Þ+Ci z�1
� �

ji kð Þ=D ð17Þ

where Ci(z
�1) is the n-order polynomial of z�1, and

D= 1� z�1 is the backward difference operator. Let ji(k) be

the white noise sequence with zero mean value. For simpli-

city, let Ci(z
�1)= 1.

J-step Prediction Output

According to the GPC theory, move on from Step A to pre-

dict the output ahead of j steps. Diophantine equation is as

follows (Ogunye, 1999)

1=Ei z�1
� �

Ai z�1
� �

D+ z�jFi z�1
� �

ð18Þ

where Ei(z
�1)= ei0 + ei1z�1+ � � �+ ei�j�1z�j+ 1 and Fi(z

�1)=

fi0 + fi1z�1 + � � � + fi�j�1z�n. It can be seen that Ei(z
�1) and

Fi(z
�1) are uniquely determined by the prediction steps j and

Ai(z
�1).

Multiplying the two sides of equation (15) by Ei(z
�1), one

has

Ei z�1
� �

Ai z�1
� �

Dyi kð Þ=Ei z�1
� �

Bi z�1
� �

Dui k � 1ð Þ
+Ei z�1

� �
Ci z�1
� �

ji kð Þ
ð19Þ

Define Gij(z
�1) as

Gij z�1
� �

=Ei z�1
� �

Bi z�1
� �

= gi0 + gi1z�1

+ � � � + gi�j�1z�j+ 1 . . .
ð20Þ

And substitute Gij(z
�1) and equation (18) into equation (19)

yi kð Þ=Fi z�1
� �

yi k � 1ð Þ+Gij z�1
� �

Dui k � 1ð Þ
+Ei z�1

� �
Ci z�1
� �

ji kð Þ
ð21Þ

Assumption 1: The predicted future output value can ignore

the influence of noise ji(k + j), then the predicted output vari-

able can be expressed as

ŷi k + jð Þ=Fi z�1
� �

yi kð Þ+Gij z�1
� �

Dui k + j� 1ð Þ ð22Þ

Notice that the right side of equation (22) contains two

types of variables, the known variable and the unknown vari-

able, at time k, and if using fi(k + j) to represent the known

variable, that is

fi k + 1ð Þ
fi k + 2ð Þ

..

.

fi k + jð Þ

2
66664

3
77775=

Fi1

Fi2

..

.

Fij

2
66664

3
77775yi kð Þ

+

Gi1 � gi0

z Gi2 � z�1gi1 � gi0ð Þ
..
.

zj�1 Gij � z�j+ 1gi�j�1 � � � z�1gi1 � gi0

� �

2
66664

3
77775Dui kð Þ

ð23Þ

Written in matrix form

fi =HiDui kð Þ+Fiyi kð Þ ð24Þ

where Hi =

Gi1 � gi0

z Gi2 � z�1gi1 � gi0ð Þ
..
.

zj�1 Gij � z�j+ 1gi�n�1 . . . z�1gi1 � gi0

� �

2
6664

3
7775

=

gi1z�1 + gi2z�2 � � �
gi2z�1 + gi3z�2 � � �

..

.

gijz
�1 + gi(j+ 1)z

�2 . . .

2
6664

3
7775, Fi = ½Fi1 Fi2 � � � Fij �T

Then, the compact form of equation (22) can be written as

follows

Ŷi =GijDUi + fi ð25Þ

Figure 3. DOB control structure based on mixed sensitivity.
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where Ŷi = ½ ŷi(k + 1) ŷi(k + 2) � � � ŷi(k + j)�T ,

Gij =

gi0 0 � � � 0

gi1 gi0
. .

. ..
.

..

.
gi�j�1

..

.
gi�j�2

. .
.

� � � 0 gi0

2
666664

3
777775
,

DUi = ½Dui(k) Dui(k + 1) � � � Dui(k + j� 1) �T ,
fi = ½ fi(k + 1) fi(k + 2) � � � fi(k + j) �T . Besides, Gij

denotes square matrix with dimension j of i system.
To make the system outputs reach the set value smoothly,

the reference trajectory of the system output is softened, that is

wi k + jð Þ=a
j
iyi kð Þ+ 1� a

j
i

� �
yri kð Þ ð26Þ

where wi(k), yi(k) and yri(k) are reference trajectory, measure-

ment output and input reference, respectively. a
j
i is flexibility

coefficient, and 0\a
j
i\1.

Remark 2: When the reference signal tracked by the system
changes greatly, it will bring disturbance to the system. If the

reference signal is softened, the disturbance caused by track-
ing the reference signal with large variation can be avoided.

Therefore, 0\a
j
i\1 represents the degree of softness. The

greater the a
j
i, the greater the smoothness. When a

j
i = 0, we

obtain wi(k + j)= yri(k)((� b6
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4ac
p

)=2a), and the ref-

erence signal is not softened. When 0\a
j
i\1 is selected, a

j
i

will gradually approach 0 with the increase in prediction step
size j. Therefore, the system can achieve smooth transition by

selecting the appropriate a
j
i.

According to equation (26), the reference trajectory of the
total j steps from k + 1 to k + j can be obtained as follows

wi k + 1ð Þ
wi k + 2ð Þ

..

.

wi k + jð Þ

2
6664

3
7775=

a1
i

a2
i

..

.

a
j
i

2
6664

3
7775 � yi kð Þ+

1� a1
i

1� a2
i

..

.

1� a
j
i

2
6664

3
7775 � yri kð Þ ð27Þ

Then, the compact form of equation (27) can be written as

follows

Wi =Qi � yi kð Þ+Mi � yri kð Þ ð28Þ

where Wi = ½wi(k + 1) wi(k + 2) � � � wi(k + j) �T , Qi=½a1
i a2

i � � � a
j
i
�T

and Mi = ½ 1� a1
i 1� a2

i � � � 1� a
j
i
�T .

From equation (25), it can be seen that the jth and (j + 1)

th step predicted output as follows

ŷi k + jð Þ=Gij�jDui k + j� 1ð Þ+ fi k + jð Þ ð29Þ

ŷi k + j+ 1ð Þ=Gij+ 1�j+ 1Dui k + jð Þ+ fi k + j+ 1ð Þ ð30Þ

where Gij�j and Gij+ 1�j+ 1 are rows j and j + 1 of the Gij

matrix and Gij+ 1 matrix of i system, respectively.
Then the predicted error at jth step is

êi k + jð Þ=wi k + jð Þ � ŷi k + jð Þ=a
j
iyi kð Þ+ yir kð Þ � a

j
iyir kð Þ

� Gij�j z�1
� �

� Dui k + j� 1ð Þ � fi k + jð Þ
ð31Þ

The prediction error of step k + j+ 1 is as follows

êi k + j+ 1ð Þ=wi k + j+ 1ð Þ � ŷi k + j+ 1ð Þ
= yri kð Þ+a

j+ 1
i (yi kð Þ � yri kð Þ)� Gij+ 1�j+ 1

Dui k + jð Þ � fi k + j+ 1ð Þ
ð32Þ

Referring to the control structure diagram of Figure 1, the
error of each system is the sum of the prediction error and the
error of the output value of the two systems, that is

Ei k + jð Þ= êi k + jð Þ+ ys k + jð Þ � yI k + jð Þ ð33Þ

Ei k + j+ 1ð Þ= êi k + j+ 1ð Þ+ ys k + j+ 1ð Þ � yI k + j+ 1ð Þ
ð34Þ

Sliding mode predictive controller

We can obtain from equation (33) that the predicted sliding
mode surface is

ŝi k + jð Þ= ci1 � Ei k + jð Þ ð35Þ

where ci1 . 0.
Then the predicted sliding mode surface of ŝi(k + j+ 1) is

ŝi k + j+ 1ð Þ= ci1 � Ei k + j+ 1ð Þ ð36Þ

To make the system reach the sliding surface quickly, an
NMRL composed of exponential reaching law and double
power reaching law is designed. The new approach rate
NMRL is as follows

ŝi k + j+ 1ð Þ � ŝi k + jð Þ=� Tiki1ŝi k + jð Þ
� (Tiki2 ŝi k + jð Þj jai1�Tiki3 ŝi k + jð Þj jai2 )sgn ŝi k + jð Þð Þ

ð37Þ

where Ti is the sampling time of i system,
ki1 . 0,ki2 . 0, ki3 . 0, 0\ai1\1, 1\ai2\2.

Remark 3: When ĵsi(k + j)j\1, the second term plays a domi-
nant role to ensure that the system state quickly reaches the
sliding surface. When ĵsi(k + j)j. 1, the third term plays a
leading role to ensure that the system state quickly reaches
the sliding surface. And in general, ai1 and ai2 satisfy
ai1 +ai2 = 2.

Subtract equation (35) from equation (36) to get

ŝi k + j+ 1ð Þ � ŝi k + jð Þ= ci1½Ei k + j+ 1ð Þ � Ei k + jð Þ
= ci1½yi kð Þðaj+ 1

i � a
j
iÞ � yri kð Þðaj+ 1

i � a
j
iÞ

+ fi k + jð Þ � fi k + j+ 1ð Þ+Gij�jDui k + j� 1ð Þ
� Gij+ 1�j+ 1Dui k + jð Þ+ ys k + j+ 1ð Þ
� yI k + j+ 1ð Þ � ys k + jð Þ+ yI k + jð Þ�

ð38Þ

According to equations (37) and (38), it is not difficult to
derive the control law as follows
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ui k + jð Þ=Gij+ 1�j+ 1
�1 yi kð Þ a

j+ 1
i � a

j
i

� 	
� a

j+ 1
i yri kð Þ+a

j
iyri kð Þ+ fi k + jð Þ � fi k + j+ 1ð Þ � ys k + jð Þ

h

+ yI k + jð Þ+Gij�jDui k + j� 1ð Þ+ ys k + j+ 1ð Þ � yI k + j+ 1ð Þ+(ci1Gij+ 1�j+ 1)
�1(Tiki1ŝi k + jð Þ

+ Tiki2 ŝi k + jð Þj jai1 +Tiki3 ŝi k + jð Þj jai2ð Þsgn ŝi k + jð Þð Þ�+ ui k + j� 1ð Þ

ð39Þ

Remark 4: Compared with the traditional sliding mode con-
trol algorithm, NSMP control scheme has prediction func-
tion and can predict the state change of the system in TD.
Compared with the existing sliding mode prediction results,

the NMPC structure is simpler and does not need to calcu-
late the minimization cost function. It does not need an
accurate mathematical model of the system and can
improve the generality on the premise of improving the con-
trol accuracy.

Theorem 1 (stability): For the photoelectric imaging system
(4), considering the predictive sliding mode surface (35) and
the predictive controller (39), the states of system (4) con-
verge to the switching surface s = 0 and thereafter stay on it,

satisfying the following inequality

0\1� Tiki1Gij+ 1�j+ 1
�1\1 ð40Þ

Proof: According to the discrete SMC theory, the discrete
SMC makes the state motion of the system monotonically
approach the sliding mode surface at first, but it does not
cross the sliding mode surface in the process of reaching.
When the approach process passes through the sliding surface
once, then every step will pass through the other side of the

sliding surface and go on. At this time, the system enters the
quasi sliding mode.

Substituting equation (39) into equation (30), and combin-
ing equations (31), (32), (35), (36) and (37), one gets

ŝi k + j+ 1ð Þ= 1� Tiki1Gij+ 1�j+ 1
�1

� �
ŝi k + jð Þ

� Gij+ 1�j+ 1
�1½Tiki2 ŝi k+jð Þj jai1+Tiki3 ŝi k+jð Þj jai2 �sgn ŝi k+jð Þð Þ

ð41Þ

In the process of photoelectric imaging system approach-
ing the predicted sliding mode surface, the positive and nega-
tive of ŝi(k + j+ 1) and ŝi(k + j) are the same. For equation
(41), it needs to be considered in two cases:

When ŝi(k + j). 0 and equation (38) is considered, we
have

ŝi k + j+ 1ð Þ= 1� Tiki1Gij+ 1�j+ 1
�1

� �
ŝi k + jð Þ

� Gij+ 1�j+ 1
�1 Tiki2 ŝi k + jð Þj jai1 +Tiki3 ŝi k + jð Þj jai2½ �

\ 1� Tiki1Gij+ 1�j+ 1
�1

� �
ŝi k + jð Þ\ŝi k + jð Þ

ð42Þ

When ŝi(k + j)\0 and equation (41) is considered, we get

ŝi k + j+ 1ð Þ= 1� Tiki1Gij+ 1�j+ 1
�1

� �
ŝi k + jð Þ

+Gij+ 1�j+ 1
�1 Tiki2 ŝi k + jð Þj jai1 +Tiki3 ŝi k + jð Þj jai2½ �

. 1� Tiki1Gij+ 1�j+ 1
�1

� �
ŝi k + jð Þ. ŝi k + jð Þ

ð43Þ

According to the proof of the above two cases, we can
have

ŝi k + j+ 1ð Þj j\ 1� Tiki1Gij+ 1�j+ 1
�1

� �
ŝi k + jð Þ



 

\ ŝi k + jð Þj j
ð44Þ

Therefore, the photoelectric imaging system satisfies the

arrival condition of discrete sliding mode, that is, the system
state can reach the sliding mode surface, so the motion state

of system can converge to zero.

Theorem 2 (Finite time convergence): In the target tracking
process of the photoelectric imaging system, the discrete slid-
ing mode predictive controller (39) can make the system con-
verge in finite time, and the convergence rate is inversely
proportional to ki1:

Proof: Before reaching the predicted sliding mode surface,
from equation (44) one obtains

ŝi k+j+ 1ð Þ�ŝi k + jð Þ½ �̂si k + jð Þ\� Tiki1Gij+ 1�j+ 1
�1ŝi k + jð Þ2

ð45Þ

And then

ŝi k + j+ 1ð Þj j\ ŝi k + jð Þj j � Tiki1Gij+ 1�j+ 1
�1 ŝi k + jð Þj j ð46Þ

ŝi(0) is defined as the initial value of sliding surface;
therefore

ŝi k + jð Þ\ŝi 0ð Þ ð47Þ

Simultaneously considering equations (46) and (47), one
has

ŝi k + j+ 1ð Þj j\ ŝi k + jð Þj j � Tiki1Gij+ 1�j+ 1
�1 ŝi k + jð Þj j

\ ŝi 0ð Þj j � k � Tiki1Gij+ 1�j+ 1
�1 ŝi 0ð Þj j

ð48Þ

When the sign of ŝi(k + j+ 1) is the same as that of
ŝi(k + j), equation (51) is tenable. However, there must be a

natural number N so that when k ø N , the right side of equa-
tion (48) is ĵsi(0)j � N � Tiki1Gij+ 1�j+ 1

�1 ĵsi(0)j\0, implying
ĵsi k + j+ 1ð Þj\0, which is impossible. This shows that the

value of ŝi(N + j+ 1) must be different from the value of
ŝi(0), so it means that the prediction error will enter the slid-

ing surface in finite steps, that is to say, the prediction error
can converge in finite time.

According to the above analysis, when
ĵsi(N + j+ 1)j\0,ĵsi(N + j)j. 0; therefore

ŝi 0ð Þj j � N � Tiki1Gij+ 1�j+ 1
�1 ŝi 0ð Þj j. 0 ð49Þ

T�\
Gij+ 1�j+ 1

ki1

ð50Þ
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To sum up, the prediction error will converge in finite

time T�. It can be seen from equation (50) that the larger

the ki1, the faster the convergence speed, and the proof is

completed.

Assumption 2: The maximum value of initial value ĵsi(0)j of
sliding surface is less than i.

Assumption 3: The maximum value of ĵsi(k + j)j is greater
than positive integer 1.

Theorem 3 (error boundedness): Consider systems (1)–(4) and

satisfy Assumption 1. For NSMP, there exists a constant

‘. 0, such that for

Ei k + j+ 1ð Þj j\l ð51Þ

where ‘=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ .ð Þ)i2

+ di
4

q
=ci1.

Proof: Consider equations (40) and (41), such that for

ŝi k + j+ 1ð Þ+ ŝi k + jð Þ�½̂si k + j+ 1ð Þ � ŝi k + jð Þ½ �
=� Tiki1 2� Tiki1ð Þ ŝi k + jð Þj j2 + Tiki2ð Þ2 ŝi k + jð Þj j2ai1

� 2Tiki2 1� Tiki1ð Þ ŝi k + jð Þj j1+ai1

� 2Tiki3 1� Tiki1ð Þ ŝi k + jð Þj j1+ai2+2Ti
2ki2ki3 ŝi k + jð Þj jai1 +ai2

+(Tik3)
2 ŝi k + jð Þj j2ai2

ð52Þ

According to Assumption 2, ĵsi(k + j)j. 1. If we enlarge it

properly, we get

ŝi k + j+ 1ð Þj j2 � ŝi k + jð Þj j2\2Ti
2ki2ki3 ŝi k + jð Þj j2

+ Tiki2ð Þ2 ŝi k + jð Þj j2 � 2Tiki3 1� Tiki1ð Þ ŝi k + jð Þj j2

� 2Tiki1 1� Tiki1ð Þ ŝi k + jð Þj j2 +(Tik3)
2 ŝi k + jð Þj j4

= ½2Ti
2ki2ki3 + Tiki2ð Þ2 � 2Tiki3 1� Tiki1ð Þ � 2Tiki1 1� Tiki1ð Þ�

ŝi k + jð Þj j2 +(Tik3)
2 ŝi k + jð Þj j4

ð53Þ

Then, one gets

ŝi k + j+ 1ð Þj j2\ 1+ 2Ti
2ki2ki3 + Tiki2ð Þ2 � 2Tiki3 1� Tiki1ð Þ � 2Tiki1 1� Tiki1ð Þ

� 	
() ŝi k + jð Þj j2

+(Tik3)
2 ŝi k + jð Þj j4\ 1+ 2Ti

2ki2ki3 + Tiki2ð Þ2 � 2Tiki3 1� Tiki1ð Þ � 2Tiki1 1� Tiki1ð Þ
� 	

i
2
+(Tik3)

2
i

4
ð54Þ

Let ½2Ti
2ki2ki3+(Tiki2)

2�2Tiki3(1�Tiki1)�2Tiki1(1�Tiki1)�=.

and (Tik3)
2 = d. Then we have ĵsi(k + j+ 1)j\ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(1+ .))i2 + di
4

q
. Then, considering equation (36), one

obtains

jEi(k + j+ 1)j\
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(1+ .))i2 + di

4

q
=ci1 ð55Þ

Let

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(1+ .))i2 + di

4
p

ci1
= ‘. Then, the conclusion in equation

(51) holds.

Corollary 1: According to Theorem 1 and Theorem 3, when

k ! ‘, Ei(k + j+ 1)! 0 with an exponential rate.

Remark 5: Theorem 1 shows the proposed NSMP can make

the error converge stably. Theorem 2 further shows the upper

limit of convergence time of the error. Theorem 3 and

Corollary 1 quantify the error upper bound and show that

the error converges exponentially.

Power function analysis

In fact, the switch function sgn(̂si(k + j)) would cause exces-

sive switching of control law ui(k + j). Consequently, it leads

to the chattering problem of the system. Therefore, the

method of continuous approach is usually used to weaken the

chattering of the system, and the power function fal½̂si(k + j)�
is developed to replace the switch function sgn(̂si(k + j)) and

then fal½̂si(k + j)� as follows

fal½ ŝi k + jð Þð �= arctan ŝi k + jð Þ½ �, ŝi k + jð Þj jł r

r�1 � ŝi k + jð Þ, ŝi k + jð Þj j. r

�
ð56Þ

where r represents the boundary layer, and 0\r\1.

0\r\1, the power function of the control law is

arctan½̂si(k + j)� function inside the boundary layer, which can

weaken the chattering of the system. The power function is

r�1 � ŝi(k + j) outside the boundary layer. Due to 0\r\1, it

can increase the convergence speed and tracking accuracy of

the system by selecting the appropriate r.

Remark 6:fal½(̂si(k + j)� and sgn(̂si(k + j)) are the same posi-
tive and negative, so the replacement does not affect the sta-
bility of the system.

Experimental simulation and analysis

The proposed algorithm is implemented and evaluated on a

discrete photoelectric imaging system. The objective is to per-

form stable imaging control while tracking trajectory in the

presence of TD and disturbances.

Comparative analysis of disturbance compensation
strategies

To verify the effectiveness of the disturbance compensation

control strategy proposed in this paper, the traditional

DOB is used, compared with the RDOB. The experimental

analysis is carried out using a low-frequency disturbance

d(k)= 0:1sin(5pkT) and a high-frequency disturbance
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d(k)= 0:1sin(15pkT ), respectively, to the system. To more

clearly observe the simulation image of the above contrast
scheme, taking the scanning mirror motor as an example and

the sampling period as T = 0.002 s, the discrete model of the

motor is as follows

As z�1
� �

ys kð Þ=Bs z�1
� �

us k � 1ð Þ+Cs z�1
� �

js(k)=D ð57Þ

where As(z
�1)=1� 1:607z�1 + 0:6065z�2, Bs(z

�1)=0:2983+

0:2526z�1 and Cs(z
�1)= 1:

According to the selection rule of weight function in
RHMS control theory, the weight function is selected as

Wss z�1
� �

=
0:6667� 0:3667z�1

1� z�1
ð58Þ

Wsks z�1
� �

= 1 ð59Þ

Then the suboptimal solution is calculated as g = 0:98

through the MATLAB robust toolbox, and finally the robust
controller is obtained as follows

Ks z�1
� �

=
1:443 3 z�1 � 1:365 3 10�4z�2+3:405 3 10�20 3 z�3

1�7:5 3 10�5 3 z�1 �3:957310�19 3 z�2 �1:742310�32 3 z�3

ð60Þ

The filter of traditional disturbance observer is:

QS(z
�1)= (0:04207+ 0:09466z�1 + 0:0631z�2 + 0:01052z�3)=

(1� 0:886z�1 � 0:8494z�2 + 0:9457z�3)
As shown in Figure 4(a) and (b), both interference estima-

tion strategies have good estimation accuracy and speed. In

the case of low-frequency disturbance, the estimation accu-
racy of the proposed compensation strategy in this paper and

the traditional DOB is d= 4 3 10�4 and d= 2 3 10�3, respec-
tively. In the case of high-frequency disturbance, the estima-

tion accuracy of the proposed compensation strategy in this
paper and the traditional DOB is d= 1:3 3 10�3 and

d= 7 3 10�3, respectively. Therefore, it can be seen that the
RDOB has higher estimation accuracy, which demonstrates

that the disturbance compensation control strategy proposed

in this paper is effective.
In addition, Zhou et al. (1995) proved that the smaller the

value of g, the higher the control accuracy of the system under

the condition of ensuring the stability of the system. To under-
stand the influence of g value on the system control accuracy

more clearly and intuitively, we conducted the simulation
experiments when g = 0:98 and g = 1:065, respectively. It can

be seen from Figure 5 that the disturbance estimation accu-

racy of g = 0:98 is higher than that of g = 1:065. Therefore,
the smaller the value of g, the higher the estimation accuracy

of the system in the case of ensuring the stability of the
system.

Comparative analysis of predictive control schemes
for systems with TD

To verify the effectiveness of NSMP, three groups of simula-
tion experiments are carried out in this section. The first

group is the simulation experiment of the slide mode control
strategy based on NMRL without introducing generalized

prediction control, the second group is the simulation experi-

ment of the control strategy proposed in Liu et al. (2020) and
the third group is the simulation experiment of the control
strategy proposed in this paper.

As analysed earlier, there is about 20 ms delay in the posi-
tion feedback channel of the imaging system. To simulate the

real control environment, a delay of 20 ms is added at the
same time of given and scanning mirror position detection, as
shown in T2 in Figure 1. Because the sampling period is

0.002 s, the delay of 20 ms can be regarded as 10 steps lag.
Therefore, it is necessary to predict the same number of steps
to reduce the error. And then there are the predicted steps
j = 10. In addition, to better verify the effectiveness of the

control strategy, random white noise with standard deviation
of 0.01 is added to the measurement output.

NMRL control rate without prediction function is as
follows

ucðk � 1Þ= b�1
s0 ½�Tkc1c�1

c sðkÞ � wscðk � 1Þ
� Tkc2c�1

c jsðkÞj
ac1 falðsðkÞÞ+wscðkÞ � Tkc3c�1

c jsðkÞj
a
c2jfal

s kð Þð Þ � as2y k � 1ð Þ � bs1uc k � 2ð Þ
�

ð61Þ

where ac =0:09,cc =0:09, kc1 = 0:9, kc2 =2, kc3 =0:01,
ac1 = 0:3, ac2 =1:7 and r=0:1. The controller parameters

of NSMP are as =0:01, cs =1, ks1 = 1, ks2 =10, ks3 = 10,
as1 = 0:4, as2 =1:6 and rs =0:2, and the simulation results
are as follows.

It can be seen from (a) in Figures 6–8 that predictive con-

trol can effectively weaken the impact of TD. It can be seen
from (b) in Figures 6–8 that the tracking accuracy of the three
groups of experiments is d= 0:35, 3 3 10�4 and 5 3 10�5

respectively. It can be seen from (c) in Figures 6–8 that the

control accuracy of the three groups of experiments is
d= 0:3, d= 0:03 and d= 1 3 10�3 respectively. Compared
with the first group of simulation experiments, the second
and third group of simulation experiments can find that the

introduction of prediction algorithm can effectively overcome
the TD. Compared with the second group of simulation
experiments, the third group of simulation experiments can

find that the proposed control algorithm has higher tracking
accuracy in the presence of TD and external disturbance.

Comparative study of image rotation–suppressed
control schemes

The following experimental work will show that control
method proposed in this paper can effectively solve the image
rotation problem in the airborne photoelectric tracking

system.
The scanning system model is shown in equation (57), and

the discrete model of the imaging detector system is as follows

AI (z
�1)yI (k)=BI (z

�1)uI (k � 1)+CI (z
�1)jI (k)=D ð62Þ

where AI (z
�1)=1�1:558z�1 +0:558z�2, BI (z

�1)=0:2908+
0:2395z�1 and CI (z

�1)= 1.
The controller parameter settings are aI =0:0001,

cI =1:7, kI1 = 26:4, kI2 = 10, kI3 = 15, aI1 = 0:8, aI2 =1:2
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and rI =0:25. For comparative simulation, in traditional

tracking mode the controller parameter settings for the scan-

ning mirror system and the imaging system are as =0:5,

cs =900, ks1 =900, ks2 =150, ks3 =700, as1 = 0:9, as2 =1:1,

rs =0:5, aI =0:01, cI =2, kI1 =700, kI2 =100, kI3 =15,

aI1 = 0:8, aI2 =1:2 and rI =0:3. The comparative

Figure 4. Disturbance estimation and estimation error curve: (a) low frequency and (b) high frequency.

Figure 5. (a) Different g value estimation curve. (b) g = 0:98 disturbance estimation curve. (c) g = 1:065 disturbance estimation curve.

Figure 6. NMRL control strategy simulation curve: (a) tracking curve; (b) tracking error curve; (c) control output curve.
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simulation results of bilateral control structure and tradi-

tional unilateral structure are shown in Figures 9 and 10.
It can be seen from (b) in Figures 9 and 10 that the syn-

chronization accuracy of the traditional control structure and

bilateral control structure is d= 7 3 10�3 and 5 3 10�4,

respectively. It can be seen from (c) in Figures 9 and 10 that

the control accuracy of the traditional control structure and

bilateral control structure is d= 5 3 10�3 and d= 1:5 3 10�3,

respectively. Therefore, we can see that the image rotation

compensation accuracy of the NSMP based on the bilateral

control structure is higher than that of the traditional control

method, which effectively alleviates the non-synchronous

problem between the scanning mirror and the imaging detec-

tor that causes image rotation.

Conclusion

To achieve high-precision stable imaging in the photoelectric

imaging system, a bilateral control structure is used to over-

come the image rotation problem. In this control structure,

the control method combining disturbance compensation

Figure 7. Liu et al.’s (2020) control strategy simulation curve: (a) tracking curve; (b) tracking error curve; (c) control output curve.

Figure 8. NSMP control strategy simulation curve: (a) tracking curve; (b) tracking error curve; (c) control output curve.

Figure 9. Traditional control structure: (a)tracking curve; (b) tracking error curve; (c) control output curve.
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control strategy with tracking control strategy is proposed

and applied to ensure the robustness of the system and

improve the tracking accuracy of the system. For the distur-

bance compensation control strategy, RDOB is developed to

eliminate the equivalent disturbances. For the tracking con-

trol strategy, NSMP is proposed to solve the TD problem of

the system and achieve high-precision tracking control, in

which a new power function is designed to replace the switch-

ing function to weaken the chattering problem in sliding

mode control. In the aspect of theoretical analysis, by using

Lyapunov theory and finite time theory, it is proved that the

controller designed in this paper can make the system stable

in finite time. And finally, simulation experiment is carried

out to verify the effectiveness of the control method. The con-

trol scheme in this paper is also applicable to other photoelec-

tric tracking systems
With the rapid development of communication technol-

ogy, the cooperative control among multiple photoelectric

imaging systems will be the general research direction of

development in the future. Its information measurement and

estimation can be transmitted through the communication

network to improve the flexibility of the system. However,

communication networks have their own limitations, such as

bandwidth limitation and vulnerability to network attacks.

Therefore, it is one of the future works to study how to design

a reliable and safe estimation/control method for the coop-

erative control of multiple photoelectric imaging system with

network attack.
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